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A B S T R A C T 

We present a sample of 32 stars of spectral types G and K and luminosity classes I–V, with moderate activity lev els, co v ering four 
orders of magnitude of surface gravity and a representative range of ef fecti v e temperature. F or each star we obtained high signal- 
to-noise ratio (S/N) spectra from the Telescopio Internacional de Guanajuato Rob ́otico-Espectrosc ́opico (TIGRE–HEROS) with 

a spectral resolving power of R ≈ 20 000 and measured the Ca II K line widths of interest, W 0 and W 1 . The main physical 
parameters are determined by means of ISPEC synthesis and Gaia EDR3 parallaxes. Mass estimates are based on matching to 

evolution models. Using this stellar sample, which is highly uniform in terms of spectral quality and assessment, we derive the 
best-fitting relation between emission-line width and gravity g , including a notable dependence on ef fecti ve temperature T eff , 
of the form W 1 ∝ g 

−0 . 229 T 

+ 2 . 41 
eff . This result confirms the physical interpretation of the Wilson–Bappu effect as a line saturation 

and photon redistribution effect in the chromospheric Ca II column density, under the assumption of hydrostatic equilibrium 

at the bottom of the chromosphere. While the column density (and hence W 1 ) increases towards lower gravities, the observed 

temperature dependence is then understood as a simple ionization effect: in cooler stars, Ca II densities decrease in fa v our of 
Ca I . 

Key words: techniques: spectroscopic – stars: activity – stars: chromospheres – stars: fundamental parameters – stars: late-type. 
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 I N T RO D U C T I O N  

ince the work of Eberhard & Schwarzschild ( 1913 ), chromospheric
mission in the Ca II H&K doublet lines ( λH = 3968.47 Å and λK 

 3933.68 Å) has been understood to be a universal phenomenon,
onnected with stellar magnetic activity and shared by very different
inds of late-type stars, which reach o v er a wide range of gravities,
rom the Sun to red giants and supergiant stars. 

Much of what we know today about chromospheric emission is
ased on the pioneering work of Olin C. Wilson and his group at
he Mount Wilson Observatory, spanning six decades of his life.
bviously, the strength and width of that emission contain vital

nformation about chromospheric heating processes and fundamental
hysical properties of this otherwise elusive atmospheric layer. 
One of the most recognized publications of O. C. Wilson’s

cientific le gac y is his work with M. K. Vainu Bappu (Wilson &
appu 1957 ), in which an empirical and apparently universal relation
as found between the line width log W 0 of the Ca II K chromospheric

mission, taken at half-peak intensity, and the stellar absolute visual
agnitudes for a sample of 185 late-type stars. Hampered by the lack

f precise distances, Wilson ( 1967 ) tried to impro v e this empirical
elation. The same lack of precision in giant luminosities, the
arallaxes of which were too small to measure directly in those days,
ade it impossible to test for a dependence on ef fecti ve temperature

nd other physical parameters, and to this day it also remains debated
s to how precise and universal that relation is. 
 E-mail: fd.rosasportilla@ugto.mx 
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A major factor in the formation of the observed chromospheric
mission-line profile is the numerous photon absorption and re-
mission processes occurring between the bottom of chromosphere,
here the emission is produced, and the top, where the observed line
rofile emerges. In the absence of considerable collision rates for
he Ca II H&K transition because of low chromospheric densities, an
bsorbed photon is almost al w ays re-emitted. As laid out by Ayres,
hine & Linsky ( 1975 ), during this process the photons migrate

owards the wings of the line-profile function, where their escape
robability is greater, since the optical depth there is less. 
Consequently, there is a line-broadening effect, caused by the large

ptical depth and saturation at the centres of the Ca II H&K lines,
hich depends on the column density present in each particular chro-
osphere. This widening effect is larger for stars with lower gravity,

otably giant stars. More luminous giants have a lower gravity, for
hich hydrostatic equilibrium at the bottom of the chromosphere
emands larger scale heights and, consequently, broader Ca II H&K
mission. 

In particular, the many absorption and re-emission processes that
ach emerging photon undergoes fa v our a migration into the wings
f the line-profile function, which results (as briefly explained above)
n density broadening of the emission line. The simple explanation
or this process by Ayres et al. ( 1975 ) and Ayres ( 1979 ) suggests a
lear relation between column density N and gravity g ( N ∝ 1 / 

√ 

g )
nd yields a dependence of the foot-to-foot emission-line width W 1 

n gravity of the order of W 0 ∝ g −0.25 . Comparing giants with known
hysical parameters, this is essentially consistent with observations
see, e.g. Ayres et al. ( 1975 ), Lutz & Pagel ( 1982 ), or Park et al.
 2013 ), to name a small selection of the work on this topic). Ho we ver,
© 2022 The Author(s) 
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n such work, hitherto a 1:1 relation between the two respective line
idths W 1 and W 0 has al w ays been implied, simply relying on the

dea of homologous emission-line profiles. 
The other important factor, apart from gravity, in the dependence 

f emission-line width on physical parameters is the ef fecti ve 
emperature T eff , since the ionization balance Ca II :Ca I matters for the
a II column density as well. Underestimating this term can reduce 

he apparent dependence on gravity severely, since the giants higher 
p in the red giant branch (RGB) and asymptotic giant branch (AGB)
re characterized not only by a lower gravity but also by a lower
f fecti ve temperature. This establishes cross-talk and the necessity 
o solv e v ery well for the dependence on both these physical stellar
arameters. Ho we ver, the notoriously dif ficult task of assessing T eff 

ith cool giants has hindered all efforts in this regard. 
Another complication arises from the effects of strong activity 

n the chromospheric emission-line width, as found with very active 
inaries (see Montes et al. 1994 ). Apparently, the emission-line width 
an be broaden by local plasma motions along magnetic loops. This
dds to the abo v e density broadening in the non-active chromosphere
nd, when not taken into consideration, can of fset ef forts to find
he correct relation of pure density broadening with fundamental 
hysical parameters. In this context, it is important to recognize 
hat chromospheric emission increases, by virtue of rising magnetic 
ctivity, on the upper AGB (Schr ̈oder et al. 2018 ). On the other hand,
o obtain a precise width measurement, it is desirable to have an
mission that exceeds the basal flux. Hence, moderate activity seems 
cceptable in a suitable stellar sample, but strong activity must be 
 v oided. 

This study attempts to be conscious of the problems described 
bo v e and is an attempt to impro v e the empirical basis for the physical
elation behind the Wilson–Bappu ef fect. Our moti v ation is to verify
he interpretation of Ayres et al. ( 1975 ) as a density broadening effect
o a higher level of confidence than previous studies. The alternative 
uggestion of Doppler broadening by turbulence (e.g. Reimers 1973 , 
nd see the e xtensiv e discussion in Lutz & Pagel 1982 ) already
eems unlikely, because the inferred turbulent velocities would have 
o become clearly supersonic in giants and supergiants. 

In order to deliver a more precise assessment of the physical 
elation underlying the Wilson–Bappu effect, here we present a 
ample of cool stars, co v ering four orders of magnitude of gravity
nd a representative range of effective temperatures, for which we 
btained high signal-to-noise ratio spectra (typically 50–70 at Ca II K) 
ith a spectral resolving power of R ≈ 20 000 from the Telescopio

nternacional de Guanajuato Rob ́otico-Espectrosc ́opico (TIGRE–
EROS) of uniform quality across the sample. In addition, we 

ssess the physical parameters uniformly with a consistent method, as 
escribed below, using the precise Gaia EDR3 parallaxes to minimize 
pectroscopic analysis ambiguities and cross-talk between poorly 
erived physical parameters. We developed a method, dealing well 
ith the residual noise in the observed emission-line profiles, to 
easure both line widths of interest ( W 0 and W 1 ). Verifying their

elation, which is not exactly 1:1, we find this to be an additional,
itherto neglected factor in the comparison of theoretical predictions 
sing W 1 with observations based on O.C. Wilson’s W 0 , which can
e measured to higher precision. 

 OBSERVATIONS  

.1 The stellar sample 

n order to revise how the widths of the K emission line of Ca II
ehave as a function of (a) the surface gravity log g and (b) the
f fecti ve temperature T eff , we selected a sample of 32 well-known
tars with spectral types G and K and luminosity classes I–V. This
epresentativ e selection co v ers a large range of log g from 0.9–
.5 dex, while T eff values reach from 3844–6013 K (see Table 1 ).
he latter are restricted by the tested reliability of spectroscopic 
ssessment consistency (details are described below). 

The state of activity is mostly low to moderate; see the plots
f chromospheric Ca II K emission-line profiles in Appendix B .
part from the aforementioned complications with emission from 

 ery activ e re gions in the chromosphere, we also a v oid another
roblem: the rotational velocities and their variation across the 
ample remain within the spectral resolution of TIGRE–HEROS 

see below), which is equivalent to 7.5 km s −1 . Only some of the
ost active giants reach rotation velocities of o v er 8 km s −1 ; see

.g. Auri ̀ere et al. ( 2015 ) (table 3 therein). The same can be said
bout the turbulent velocities (of the order of several km s −1 in both
he photosphere and lower chromosphere), which should not – by 
omparison with widening by the Wilson–Bappu effect – be of much 
ignificance. 

Included in our sample are the four Hyades K giants, which mark
according to their X-ray and other activity properties (see Schr ̈oder

t al. 2020 ) – low to strong solar activity. The other sample stars fall
nto this range as well. Please note that (1) the scales in Appendix B
re not the same, (2) the photospheric line depths vary a lot, giving
arge contrast in a cool giant like Arcturus to even the pure basal
hromospheric flux, and (3) even the strongest solar activity, in the
ider stellar context, is very moderate by comparison. 
Thanks to the recently published parallaxes of the Gaia EDR3 

atalogue (Gaia Collaboration et al. 2021 ) of the European Space
gency (ESA) Gaia mission (Gaia Collaboration et al. 2016 ), and
sing reasonable estimates of the stellar mass M � from evolution 
racks that match the luminosity L and T eff of each respective star,
eriv ed pro visionally by a spectral fitting process, we obtained the
arallax-based surface gravities, which in turn help to maximize 
he non-spectroscopic information for each star. In an iterative 
pproach, we then impro v ed the ef fecti ve temperature deri ved for
ach star from spectral synthesis by selecting for those least- 
esiduals solutions that reproduce the respective calculated grav- 
ty. 

Only in four cases, the three very bright stars α Tau (HD 29139),
Hya (HD 81797), and α Boo (HD 124897), as well as the bright

clipsing binary ζ Aur (HD 32068), are Gaia ’s EDR3 parallaxes 
ot reliable. In these cases, we used the Hipparcos parallaxes (ESA
997 ) instead, since their accuracy is not limited so much for the
rightest stars, and for ζ Aur they are in good agreement with the
istance obtained from the observed binary system information (see 
chr ̈oder, Pols & Eggleton 1997 ). 

.2 Spectroscopic obser v ations with TIGRE-HEROS 

o start with a homogeneous set of spectra of comparable quality,
ll stars of this sample were observed with the 1.2-m robotic
elescope TIGRE (Schmitt et al. 2014 ) located near Guanajuato, 
entral Mexico. It is equipped with the HEROS echelle spectrograph, 
hich has a moderately high uniform resolution of R ≈ 20 000 o v er
 broad wavelength range from about 3800–8800 Å and produces 
pectra of good quality – typically S/N ∼ 100 or more, averaged 
 v er the spectrum, which corresponds to 50–70 in the Ca II H&K
ine region of a cool star. 

The broad wavelength coverage of HEROS is achieved by two 
eparate channels and cameras (for red and blue light, named channel
 and channel B). In this way, the cameras and the cross-dispersers
MNRAS 513, 906–924 (2022) 
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Table 1. Stellar parameters derived with our ISPEC script. 

Star Type a T eff 
b log g c [ M /H] [ α/Fe] v mic 

d v mac 
d v sin i d [Fe/H] 

[K] [dex] [dex] [dex] [km s −1 ] [km s −1 ] [km s −1 ] [dex] 

HD 8512 K0IIIb 4762 (17) 2 .50 (0.04) − 0 .15 (0.01) 0 .04 (0.02) 1 .66 3 .44 0 .00 − 0 .15 (0.01) 
HD 10476 K1V 5174 (24) 4 .50 (0.02) − 0 .10 (0.02) 0 .01 (0.02) 0 .96 0 .00 0 .00 − 0 .10 (0.02) 
HD 18925 G9III 5032 (26) 2 .30 (0.00) − 0 .17 (0.02) − 0 .04 (0.03) 1 .39 3 .67 1 .20 − 0 .16 (0.01) 
HD 20630 G5V 5678 (43) 4 .56 (0.05) − 0 .03 (0.04) 0 .01 (0.04) 1 .31 3 .70 0 .60 − 0 .02 (0.02) 
HD 23249 K0 + IV 5032 (28) 3 .70 (0.06) 0 .03 (0.02) 0 .02 (0.03) 1 .18 0 .48 0 .00 0 .00 (0.02) 
HD 26630 G0Ib 5572 (31) 1 .90 (0.11) 0 .01 (0.02) 0 .02 (0.03) 3 .25 5 .79 9 .98 0 .01 (0.02) 
HD 27371 G9.5IIIab 4988 (31) 2 .93 (0.06) 0 .10 (0.03) − 0 .10 (0.03) 1 .58 3 .22 0 .00 0 .07 (0.02) 
HD 27697 G9.5III 4989 (32) 2 .68 (0.06) 0 .12 (0.03) − 0 .03 (0.03) 1 .58 3 .78 0 .00 0 .09 (0.02) 
HD 28305 G9.5III 4950 (25) 2 .79 (0.07) 0 .18 (0.02) − 0 .12 (0.03) 1 .65 2 .51 0 .00 0 .14 (0.02) 
HD 28307 G9III 5009 (28) 2 .96 (0.04) 0 .14 (0.02) − 0 .09 (0.03) 1 .67 2 .46 0 .00 0 .12 (0.02) 
HD 29139 K5 + III 3844 (18) 1 .30 (0.04) − 0 .19 (0.01) − 0 .14 (0.02) 1 .65 3 .07 3 .94 − 0 .22 (0.02) 
HD 31398 K3II-III 4077 (13) 1 .34 (0.03) − 0 .07 (0.01) − 0 .17 (0.01) 2 .11 4 .02 3 .93 − 0 .09 (0.01) 
HD 31910 G1Ib 5665 (26) 1 .91 (0.11) − 0 .04 (0.02) 0 .05 (0.03) 3 .79 7 .78 10 .66 − 0 .02 (0.01) 
HD 32068 K5II 3980 (18) 1 .21 (0.03) − 0 .05 (0.01) − 0 .17 (0.02) 1 .86 2 .84 6 .35 − 0 .06 (0.01) 
HD 48329 G8Ib 4591 (11) 1 .38 (0.03) 0 .05 (0.01) − 0 .13 (0.01) 2 .93 5 .37 9 .08 0 .03 (0.01) 
HD 71369 G5III 5266 (27) 2 .74 (0.07) − 0 .11 (0.02) 0 .05 (0.03) 1 .76 4 .32 0 .00 − 0 .10 (0.02) 
HD 81797 K3IIIa 4117 (18) 1 .57 (0.03) − 0 .08 (0.01) − 0 .15 (0.02) 1 .89 3 .31 1 .67 − 0 .09 (0.01) 
HD 82210 G5III-IV 5342 (58) 3 .42 (0.15) − 0 .30 (0.05) 0 .03 (0.05) 1 .69 5 .40 0 .00 − 0 .30 (0.03) 
HD 96833 K1III 4630 (23) 2 .14 (0.06) − 0 .10 (0.02) 0 .03 (0.03) 1 .65 3 .41 0 .00 − 0 .11 (0.02) 
HD 104979 G8III 4990 (30) 2 .69 (0.08) − 0 .33 (0.03) 0 .05 (0.03) 1 .43 0 .98 0 .00 − 0 .34 (0.02) 
HD 109379 G5IIB 5325 (28) 2 .63 (0.06) 0 .14 (0.02) 0 .01 (0.03) 1 .51 2 .78 5 .90 0 .14 (0.02) 
HD 114710 F9.5V 6013 (52) 4 .37 (0.06) 0 .01 (0.04) 0 .01 (0.03) 1 .12 1 .94 3 .37 0 .02 (0.02) 
HD 115659 G8IIIa 5127 (30) 2 .94 (0.05) 0 .03 (0.03) − 0 .04 (0.03) 1 .57 3 .96 0 .46 0 .02 (0.02) 
HD 124897 K1,5III 4339 (18) 1 .54 (0.04) − 0 .55 (0.02) 0 .20 (0.03) 1 .75 2 .86 0 .00 − 0 .57 (0.02) 
HD 148387 G8-IIIab 5079 (36) 2 .80 (0.08) − 0 .07 (0.03) 0 .04 (0.04) 1 .53 1 .70 0 .00 − 0 .08 (0.02) 
HD 159181 G2Ib-IIa 5390 (33) 2 .14 (0.10) 0 .02 (0.03) − 0 .01 (0.03) 2 .72 8 .22 7 .26 0 .03 (0.02) 
HD 164058 K5III 3965 (14) 1 .62 (0.02) − 0 .01 (0.01) − 0 .16 (0.01) 1 .70 3 .29 2 .62 − 0 .05 (0.01) 
HD 186791 K3II 4074 (15) 1 .15 (0.03) − 0 .11 (0.01) − 0 .15 (0.02) 2 .03 3 .61 3 .52 − 0 .12 (0.01) 
HD 198149 K0IV 5003 (29) 3 .30 (0.06) − 0 .21 (0.02) − 0 .01 (0.03) 1 .21 3 .05 1 .47 − 0 .22 (0.02) 
HD 204867 G0Ib 5604 (27) 1 .61 (0.07) 0 .02 (0.02) 0 .04 (0.03) 2 .96 3 .34 10 .87 0 .04 (0.01) 
HD 205435 G8III 5118 (33) 2 .99 (0.01) − 0 .14 (0.03) 0 .05 (0.04) 1 .77 2 .18 0 .00 − 0 .14 (0.02) 
HD 209750 G2Ib 5432 (19) 1 .91 (0.08) 0 .08 (0.02) 0 .01 (0.02) 3 .14 6 .70 9 .79 0 .09 (0.01) 

Notes a Spectral type from SIMBAD database. 
b The nominal and very small error in T eff reported by ISPEC does not enter our uncertainty of parallax-based gravities. Instead, we apply a 
more realistic uncertainty of ±100 K according to our tests in Section 3.4 . 
c The surface gravity values derived by ISPEC will not be used in our analysis; we show them only as a reference as to the consistency achieved. 
d Because of our modest spectral resolution ( R ≈ 20 000), derived turbulences and rotation velocities of 3 km s −1 are not physically meaningful. 
Nevertheless, the average nominal error reported by ISPEC is ∼0.5 km s −1 . 
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re optimized individually for each wav elength re gion in sensitivity,
he echelle orders well separated, and resolution kept uniform. There
s only a small gap of about 120 Å around 5800 Å (located on the
lue side of the sodium D line), caused by the characteristics of the
ichromatic beam splitter. 
The advantage of TIGRE–HEROS spectra is the versatility of their

se. While we obtain information on the chromospheric Ca II H&K
mission from the B-channel spectra, the R-channel spectral range
s more suited to spectral synthesis and the R camera has the best
/N. Flexible scheduling of the robotic telescope provided us with

he required observations, including several takes of each star, o v er
he course of about a year. 

To impro v e our measurements of Ca II K emission-line widths,
e typically added two or three spectra of the B channel, following
uality control by eye to discard anomalous differences between
ifferent takes. With this approach, we a v oided the effects of
lectronic noise or under-exposure in nights of bad transparency,
ptimizing S/N, as well as our measurements of the emission-line
NRAS 513, 906–924 (2022) 

idths. 
B  
 D E R I V I N G  T H E  PHYSI CAL  PA R A M E T E R S  

.1 Calculation of parallax-based gravities 

n a first step to calculate the parallax-based gravities of our stellar
ample, we derived absolute visual magnitudes via the Gaia EDR3
arallaxes and available photometry, and estimated stellar masses
 � using an approximate preliminary analysis of the position of

ur stars on the Hertzsprung–Russell diagram to find the matching
volution track. We used the photometric apparent magnitudes from
he SIMBAD database in the V band ( m V ), as well as the colour index
 − V . P arallax es in milliarcseconds (and distances in parsecs) were

aken from the Gaia EDR3 archive. We applied the parallax zero-
oint correction of Lindegren et al. ( 2021 ), using their published
YTHON code. No interstellar extinction correction was applied,
ecause the average distance of our sample stars is below ∼100 pc. 
To determine the bolometric magnitudes and, finally, each lu-
inosity, we applied the bolometric corrections (BC) from Flower

 1996 ), for which the ef fecti ve temperature T eff or the colour index
 − V is required. As a starting value (to be refined later) for T eff , we
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Figure 1. Grid of evolution tracks with solar metallicity for different stellar 
masses in solar mass units. The grid was calculated using the Cambridge 
(UK) Eggleton code in its version described and tested by Pols et al. ( 1997 , 
1998 ). 
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sed the average of the PASTEL catalogue entries (Soubiran et al. 
016 ) for each sample star. 
Flower ( 1996 ) expresses the bolometric correction in the V band

BC V ) as a function of the ef fecti ve temperature of the form BC V =
 + b (log T eff ) + c (log T eff ) 2 + ..., for three different temperature
anges. The coefficients a , b , c , ... are shown in his table 6 for each
nterval but, because of a typographical error, the powers of those 
oefficients were omitted, a fact that was clarified and corrected by 
orres ( 2010 ). In addition, Flower ( 1996 ) calculates log T eff as a
unction of colour index of the form log T eff = a + b ( B − V ) + c ( B

V ) 2 + ..., where the coefficients a , b , c , ... are taken separately
or supergiants or for main-sequence stars, subgiants, and giants. 
o we ver, the v alues of BC V dif fer a bit, depending on whether

he colour index or the ef fecti v e temperature is used. To hav e a
etter approximation and eliminate possible differences, we used the 
verage of the resulting two values of BC V , derived from B − V and
 eff , respectively . Finally , the luminosity in solar units was calculated
sing the relation log L = (4.74 − M V − BC V )/2.5, where we applied
 solar visual absolute magnitude of 4.74. 

Using the stellar luminosities and ef fecti ve temperatures, the stars
ere located in a Hertzsprung–Russell diagram (HRD). The M � 

alues were estimated using a grid of stellar evolution tracks that 
e computed with the Cambridge (UK) Eggleton code in its updated 
ersion (Pols et al. 1997 , 1998 ), with quasi-solar metallicity Z = 0.02
see Fig. 1 ). 

According to the PASTEL catalogue, our sample has an average 
etallicity of −0.05 dex, i.e. close to solar metallicity. Ho we ver,
aking into account the residual differences, we need to consider that
ny smaller metallicity makes a star of given mass and age more
uminous and less cool, due to its lower opacities, and the stellar
osition in the HRD is shifted to the lower left (see e.g. Schr ̈oder
t al. 2013 ). Consequently, because of such mismatches, based on
he residual differences of the stellar metallicites from solar, we 
onsidered an uncertainty for each stellar mass estimate of about 
0 per cent. 
Finally, the surface gravity of each sample star was calculated from

he respective stellar luminosity, mass, and (initial) ef fecti ve temper-
ture as follows. If R � is the stellar radius, log L ∝ log ( R 

2 
� T 

4 
eff ) ∝

og ( M � g 
−1 T 4 eff ). Finally, if log g � = 4.437 (in units of cgs) is the

olar surface gravity, the surface gravity is given by 

log g = 4 . 437 + log 

(
M � 

M �

)
− log 

(
L 

L �

)
+ 4 log 

(
T eff 

T �

)
. (1) 

Using equation ( 1 ), this resulted in preliminary gravities for the
ample. We used this value to derive the effective temperatures by
eans of spectral synthesis (see below), a v oiding solutions with the
rong gravity and resulting cross-talk into T eff (see Schr ̈oder et al.
021 ). Then the calculated gravities were updated with these self-
etermined T eff values. Finally, we repeated this procedure to refine 
he ef fecti ve temperatures as well, where needed. Table 2 summarizes
our final results for all 32 stars used in this study. 

.2 Deri ving effecti v e temperatures by spectral synthesis 

o derive stellar parameters, T eff in particular, from the R channel of
IGRE–HEROS, we used the spectral analysis toolkit ISPEC (Blanco- 
uaresma et al. 2014b ) in its latest PYTHON 3 version (v2020.10.01:
lanco-Cuaresma 2019 ). It allows the comparison of an observed 

pectrum with synthetic spectra, interpolated from atmospheric 
odels of different physical parameters. The best match, defined by 

he least differences ( χ2 method), then defines, at least in principle,
he corresponding physical parameters. Ho we ver, in practice there 
re a number of complications, mostly of physical nature, as pointed
ut by Schr ̈oder et al. ( 2021 ). Therefore, information external to the
pectroscopic synthesis is vital to allow testing and to filter seemingly
qui v alent best-fitting solutions. 

These problems are mostly caused by a large minimal χ2 level, 
roduced by residual mismatches of line strengths (atomic f -values), 
s well as subtle, unnoticed blends with other lines – even in a well-
elected, representative subset of seemingly reliable lines. Further- 
ore, any such subset is only representative and usable for a limited

ange of ef fecti ve temperatures. In addition, towards the low end of
tellar ef fecti ve temperatures, non-local thermodynamic equilibrium 

NLTE) effects may be mismatched by the model libraries that ISPEC

an use. These complications set limits and require careful handling 
f the parameter assessment, applied consistently to all sample stars. 
We applied the spectral synthesis process to determine the stellar 

arameters only in the R channel of the spectrum, given its better
/N in comparison with the B channel of HEROS and its lesser line
ensity, better a v oiding line blends interfering with the analysis. We
hen developed an ISPEC script ( ISPAR v4.4.3), written in PYTHON 

, to perform the spectral synthesis by an algorithm, which uses the
ery useful ISPEC tools in a consistent manner. 

We used the grid of MARCS atmosphere models (Gustafsson et al.
008 ) included in ISPEC . For the reference solar abundances, we used
he values published in Grevesse, Asplund & Sauval ( 2007 ). The
ynthetic spectra were calculated using the radiative transfer code 
URBOSPECTRUM version 15.1 (Alvarez & Plez 1997 ; Plez 2012 ),
MNRAS 513, 906–924 (2022) 
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Table 2. Distances, magnitudes, physical parameters, and parallax-based gravities. 

Star D B − V V BC log ( L /L �) M � log g b 

[pc] [mag] [mag] [mag] [dex] [M �] [dex] 

HD 8512 34 .48 (0.26) 1 .06 (0.05) 0 .902 (0.026) − 0 .439 (0.059) 1 .707 (0.034) 1 .70 (0.17) 2 .63 (0.11) 
HD 10476 7 .65 (0.01) 0 .84 (0.03) 5 .823 (0.013) − 0 .235 (0.031) − 0 .343 (0.017) 0 .85 (0.09) 4 .52 (0.09) 
HD 18925 70 .98 (3.85) 0 .70 (0.26) − 1 .326 (0.128) − 0 .208 (0.112) 2 .505 (0.096) 3 .90 (0.39) 2 .28 (0.17) 
HD 20630 9 .27 (0.02) 0 .67 (0.07) 5 .014 (0.054) − 0 .101 (0.033) − 0 .073 (0.035) 1 .00 (0.10) 4 .48 (0.11) 
HD 23249 9 .09 (0.02) 0 .92 (0.03) 3 .747 (0.014) − 0 .287 (0.041) 0 .508 (0.022) 1 .20 (0.12) 3 .77 (0.10) 
HD 26630 256 .12 (17.25) 0 .96 (0.31) − 2 .882 (0.156) − 0 .201 (0.153) 3 .125 (0.124) 5 .50 (0.55) 1 .99 (0.20) 
HD 27371 46 .23 (0.39) 0 .99 (0.06) 0 .325 (0.028) − 0 .331 (0.065) 1 .894 (0.037) 2 .62 (0.26) 2 .71 (0.12) 
HD 27697 49 .32 (0.55) 0 .98 (0.07) 0 .295 (0.034) − 0 .324 (0.072) 1 .904 (0.043) 2 .75 (0.28) 2 .72 (0.12) 
HD 28305 44 .79 (0.34) 1 .01 (0.09) 0 .274 (0.067) − 0 .354 (0.082) 1 .924 (0.059) 2 .75 (0.28) 2 .69 (0.14) 
HD 28307 40 .42 (0.71) 0 .94 (0.09) 0 .807 (0.047) − 0 .294 (0.087) 1 .687 (0.054) 2 .42 (0.24) 2 .89 (0.13) 
HD 29139 a 20 .43 (0.32) 1 .54 (0.09) − 0 .692 (0.044) − 1 .333 (0.257) 2 .702 (0.120) 1 .50 (0.15) 1 .21 (0.21) 
HD 31398 138 .62 (7.27) 1 .53 (0.25) − 3 .019 (0.124) − 1 .128 (0.481) 3 .551 (0.242) 6 .50 (0.65) 1 .10 (0.33) 
HD 31910 259 .88 (10.86) 0 .93 (0.20) − 3 .054 (0.101) − 0 .177 (0.096) 3 .184 (0.079) 5 .20 (0.52) 1 .94 (0.15) 
HD 32068 a 240 .96 (16.84) 1 .22 (0.32) − 3 .160 (0.162) − 0 .844 (0.285) 3 .494 (0.179) 5 .10 (0.51) 1 .04 (0.26) 
HD 48329 269 .47 (13.10) 1 .41 (0.23) − 4 .173 (0.116) − 0 .708 (0.267) 3 .844 (0.153) 8 .20 (0.82) 1 .11 (0.23) 
HD 71369 55 .85 (0.45) 0 .85 (0.06) − 0 .315 (0.028) − 0 .223 (0.042) 2 .107 (0.028) 3 .20 (0.32) 2 .68 (0.10) 
HD 81797 a 55 .28 (0.55) 1 .45 (0.06) − 1 .743 (0.032) − 0 .994 (0.129) 2 .987 (0.064) 3 .20 (0.32) 1 .37 (0.15) 
HD 82210 32 .13 (0.12) 0 .77 (0.04) 2 .036 (0.018) − 0 .179 (0.030) 1 .149 (0.019) 1 .70 (0.17) 3 .38 (0.10) 
HD 96833 43 .11 (0.47) 1 .14 (0.07) − 0 .163 (0.033) − 0 .526 (0.074) 2 .168 (0.043) 2 .40 (0.24) 2 .27 (0.12) 
HD 104979 51 .40 (0.44) 0 .99 (0.06) 0 .565 (0.028) − 0 .330 (0.066) 1 .798 (0.038) 2 .30 (0.23) 2 .75 (0.12) 
HD 109379 45 .51 (0.48) 0 .88 (0.07) − 0 .651 (0.033) − 0 .227 (0.046) 2 .243 (0.032) 3 .30 (0.33) 2 .57 (0.11) 
HD 114710 9 .20 (0.01) 0 .59 (0.07) 4 .431 (0.053) − 0 .049 (0.026) 0 .139 (0.032) 1 .10 (0.11) 4 .41 (0.10) 
HD 115659 39 .22 (0.42) 0 .92 (0.07) 0 .033 (0.033) − 0 .268 (0.064) 1 .986 (0.039) 2 .90 (0.29) 2 .71 (0.12) 
HD 124897 a 11 .26 (0.06) 1 .23 (0.04) − 0 .308 (0.022) − 0 .692 (0.071) 2 .292 (0.037) 1 .40 (0.28) 1 .80 (0.16) 
HD 148387 28 .01 (0.22) 0 .91 (0.05) 0 .503 (0.027) − 0 .284 (0.043) 1 .804 (0.028) 2 .55 (0.26) 2 .82 (0.11) 
HD 159181 119 .87 (1.55) 0 .98 (0.08) − 2 .584 (0.038) − 0 .233 (0.052) 3 .019 (0.036) 5 .00 (0.50) 2 .00 (0.11) 
HD 164058 46 .31 (0.03) 1 .53 (0.02) − 1 .099 (0.008) − 1 .210 (0.113) 2 .815 (0.049) 4 .10 (0.41) 1 .58 (0.14) 
HD 186791 179 .93 (12.43) 1 .51 (0.32) − 3 .556 (0.160) − 1 .099 (0.541) 3 .754 (0.280) 8 .00 (0.80) 0 .98 (0.37) 
HD 198149 14 .37 (0.03) 0 .91 (0.02) 2 .622 (0.011) − 0 .289 (0.040) 0 .959 (0.020) 1 .40 (0.14) 3 .38 (0.10) 
HD 204867 168 .47 (6.02) 0 .82 (0.18) − 3 .243 (0.088) − 0 .143 (0.069) 3 .246 (0.063) 5 .60 (0.56) 1 .89 (0.14) 
HD 205435 38 .59 (0.15) 0 .89 (0.04) 1 .087 (0.019) − 0 .267 (0.037) 1 .564 (0.022) 2 .20 (0.22) 3 .01 (0.10) 
HD 209750 203 .54 (17.57) 0 .96 (0.39) − 3 .603 (0.197) − 0 .218 (0.191) 3 .420 (0.155) 6 .30 (0.63) 1 .71 (0.23) 

Notes a Distance calculated using the Hipparcos parallaxes (ESA 1997 ). 
b The surface gravity was calculated using equation ( 1 ). 

Table 3. Comparison tests with Gaia FGK benchmark stars. The original resolution of spectra has been downgraded to R = 20 000. 

Star Instrument Resolution Add a T eff �T eff 
b log g � log g b [Fe/H] � [Fe/H] b 

[K] [K] [dex] [dex] [dex] dex 

δ Eri (HD 23249) TIGRE–HEROS 20524 False 4969 (29) 15 3 .60 (0.04) − 0 .16 − 0 .01 (0.02) − 0 .07 
δ Eri (HD 23249) TIGRE–HEROS 20524 True 4974 (25) 20 3 .59 (0.03) − 0 .17 0 .00 (0.01) − 0 .06 
δ Eri (HD 23249) UVES.POP 85000 False 4972 (7) 18 3 .64 (0.01) − 0 .12 0 .05 (0.01) − 0 .01 
δ Eri (HD 23249) HARPS 115000 False 4971 (7) 17 3 .62 (0.01) − 0 .14 0 .04 (0.00) − 0 .02 

α Tau (HD 29139) TIGRE–HEROS 20366 False 3805 (20) −122 1 .13 (0.03) 0 .02 − 0 .36 (0.02) 0 .01 
α Tau (HD 29139) TIGRE–HEROS 20366 True 3798 (16) −129 1 .16 (0.03) 0 .05 − 0 .37 (0.01) 0 .00 
α Tau (HD 29140) NARVAL 80000 False 3821 (8) −106 1 .25 (0.02) 0 .14 − 0 .27 (0.01) 0 .10 
α Tau (HD 29141) HARPS 115000 False 3838 (17) −89 1 .24 (0.03) 0 .13 − 0 .30 (0.01) 0 .07 

Arcturus (HD 124897) TIGRE–HEROS 20435 False 4341 (19) 55 1 .60 (0.05) − 0 .04 − 0 .57 (0.02) − 0 .04 
Arcturus (HD 124897) TIGRE–HEROS 20435 True 4342 (15) 56 1 .61 (0.04) − 0 .03 − 0 .57 (0.02) − 0 .04 
Arcturus (HD 124897) UVES.POP 80000 False 4338 (3) 52 1 .67 (0.01) 0 .03 − 0 .52 (0.00) 0 .01 
Arcturus (HD 124897) HARPS 115000 False 4334 (5) 48 1 .64 (0.02) 0 .00 − 0 .50 (0.01) 0 .03 

Sun TIGRE–HEROS 20501 False 5750 (41) −22 4 .43 (0.06) − 0 .01 − 0 .05 (0.02) − 0 .05 
Sun TIGRE–HEROS 20501 True 5743 (34) −29 4 .43 (0.04) − 0 .01 − 0 .05 (0.01) − 0 .05 
Sun UVES 78000 False 5758 (14) −14 4 .45 (0.02) 0 .01 − 0 .03 (0.01) − 0 .03 
Sun HARPS 115000 False 5756 (12) −16 4 .44 (0.01) 0 .00 − 0 .02 (0.01) − 0 .02 

Notes a Adding three TIGRE–HEROS spectra. 
b Differences with values in Gaia FGK benchmark stars library. 
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Figure 2. Temperature comparison between the values calculated by spectral 
synthesis using our ISPEC script and the average values in the PASTEL 

catalogue. 
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hich uses already spherical models instead of the plane-parallel 
pproximation (a better approach for giant stars). 

When spectral synthesis methods are applied to spectroscopic 
nalysis, parameter determination is complicated by having to fit 
everal of them at the same time, as this approach causes a multitude
f ambiguous best-fitting solutions. These are caused by the fact that 
ne mismatched parameter can be compensated in its effect by the 
ismatch of others, named cross-talk , still resulting in a seemingly 

ood representation of the observed spectrum. ISPEC therefore finds 
ifferent solutions in parameter space, depending on the choice of 
nitial values, which all need to be explored and tested. We therefore
ased our algorithm on the considerations of Schr ̈oder et al. ( 2021 ),
ho showed a fast method for determining the physical parameters of
ain-sequence stars with moderate resolution spectra, where that was 

ossible. F or e xample, there are no reliable ubvy photometry derived
etallicity values available for giant stars. Still, our script aims to 
inimize cross-talk by maximizing the use of non-spectroscopic 

nformation to filter out those best-fitting solutions with parameters 
ontradicting that information external to the synthesis process. 

A very delicate procedure preceding the synthesis step is the fit of
he pseudo-continuum of the observed stellar spectrum in question 
nd the line selection for the synthesis procedure with ISPEC . After
e veral comparati ve tests, we found that the impact of this step on
he final results of the stellar parameters is not negligible, since it
ffects the χ2 sums and their minima in parameter space. We explain 
he pseudo-continuum adjustment and the line selection in detail in 
ppendix A . The latter is important for successful spectroscopic 

ynthesis and is a compromise between completeness and quantity 
ersus line data quality. 

.2.1 Final stellar parameter determination 

or the final analysis of the now readjusted, normalized observed 
pectrum by parameter synthesis, we set the start values to the 
verages of T eff and [ M /H] in the PASTEL catalogue, while the
nitial gravities were calculated using equation ( 1 ). Initial v mic values

as detailed in Appendix A for the synthetic spectra used to guide
he continuum readjustment – are set to the velocities used for the 
HOENIX library (Husser et al. 2013 ), while v mac is set again by
quation ( A1 ). 

The best-fitting results of ISPEC synthesis are sensitive to the choice 
f initial parameters. Further exploration of the parameter space 
herefore follows the strategy of Blanco-Cuaresma et al. ( 2014b ), 
arying the initial values in steps. Our ISPEC script implements an 
nalysis that varies the initial parameters by the following: ±100 K 

or T eff , ±0.15 dex for log g , and ±0.15 dex for [ M /H], each time
epeating the process for a total of 27 calculations around the initial
alues. Then the stellar parameters with the best χ2 result of all 
olutions are chosen. These step sizes and the following sequence 
erformed best in our tests described in Section 3.4 . 
Based on the strategy of Schr ̈oder et al. ( 2021 ), the best way to

etermine the stellar parameters is to leave only one of them free at
 time, while the others remain fixed, going through the following 
equence in a partially iterative procedure: (1) refine v mic ; (2) having
eset v mac through equation ( A1 ), based on the now refined v mic ,
efine gravity (log g ); (3) now refine vsin i ; (4) refine T eff , [ M /H],
nd [ α/Fe]; (5) refine v mac ; (6) refine again v mic ; (7) refine again T eff ,
 M /H], and [ α/Fe]; (8) refine again vsin i ; and finally (9) refine again
Fe/H]. Ho we ver , with the resolution of TIGRE–HER OS spectra in
ind, we are aware that different turbulence and rotation velocity 

alues under 3 km s −1 bear no physical meaning, considering our 
odest spectral resolution. Still, there is a need to adjust them in a
ested way to minimize cross-talk (see below). We should also note,
egarding the complications with cross-talk in combination with the 
imited spectral resolution, that we do not consider the rotation and
urbulence velocity values derived here of any credibility, because 
hey are typically half the instrumental line-profile width. Our tests 
nly demonstrate the reliability of the main physical parameters, 
amely ef fecti ve temperature, gravity , and metallicity . 

.3 Consistency check with parallax-based gravities 

he impro v ed values of T eff obtained from spectral synthesis with our
SPEC script give slightly different positions in the HR diagram. We
herefore repeated the mass estimates at this point and consequently 
ecalculated the parallax-based gravities (in the same way as in 
ection 3.1 ), and finally also repeated all synthesis steps abo v e.
able 1 summarizes the final stellar parameters obtained for the 
ample stars with this method, while Table 2 details the distances,
agnitudes, physical parameters, and parallax-based gravities. Fig. 1 

ictures the final estimation of the masses for the stellar sample on a
rid of stellar evolution tracks, computed with the Cambridge (UK) 
ggleton code for solar metallicity. 
To ensure that our assessment of the stellar parameters of the

ample is sufficiently reliable, we tested our results as follows: Figs 2
nd 3 show a comparison between our results for T eff and [Fe/H] by
pectral synthesis (as described abo v e) and the average values in the
ASTEL catalogue. Fig. 4 shows a comparison between our results 
or log g by spectral synthesis and the parallax-based gravities of
able 2 . The blue line in these graphs represents the ideal of a
:1 relation; the uncertainties of our estimations were calculated as 
xplained in Section 3.4 . 

.4 Test with Gaia FGK benchmark stars 

he Gaia FGK benchmark stars (GBS onwards: Jofr ́e et al. 2014 ,
015 , 2017 ; Blanco-Cuaresma et al. 2014a ; Heiter et al. 2015 ;
awkins et al. 2016 ) are a high-resolution and high-S/N library
f calibration star spectra. This library constitutes a set of very well-
nown stars especially convenient for spectral analysis assessments. 
t co v ers a wide range in ef fecti ve temperature (3500–6600 K),
urface gravity (0.50–4.60 dex), and metallicity ( −2.70 to 0.30 dex).
MNRAS 513, 906–924 (2022) 
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Figure 3. Metallicity comparison between the values calculated by spectral 
synthesis using our ISPEC script and the average values in the PASTEL 

catalogue. 

Figure 4. Surface gravity comparison between the values calculated by 
spectral synthesis using our ISPEC script and the parallax-based gravities 
using equation ( 1 ). 
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n addition, the stellar parameters of the set were mainly obtained
rom methods independent of spectroscopy. 

We used four well-known stars from the GBS, δ Eri (HD23249),
Tau (HD 29139), Arcturus (HD 124897), and the Sun, to test

he reliability of our method, as well as to see whether the use
f TIGRE–HEROS spectra might someho w af fect our results for
easons based on any instrumental issues. Therefore, spectra of
hree different resolutions and S/N (see Blanco-Cuaresma et al.
014a and references therein) are tested with our script and line
ist, after downgrading their resolution to that of TIGRE–HEROS,
 = 20 000. The spectra in the GBS co v er a wavelength range from
800–6800 Å. For a meaningful comparison, we cut both GBS and
-channel TIGRE–HEROS spectra down to the same range of 5800–
800 Å. 
The tests allow us to pro v e the reliability of our ISPEC script on

pectra other than TIGRE–HEROS, as well as making use of our line
ist in Table A1 . We performed tests for many scenarios, including
ifferent resolutions, added spectra or using just one, automatic
etermination of parameters, varying the initial parameters, different
avelength ranges, etc. Ho we ver, for the purpose of this publication,
NRAS 513, 906–924 (2022) 
e only present the results of the first two tests, since the other test
esults do not differ much. 

Table 3 summarizes the test results for T eff , log g, and [Fe/H],
omparing the outcomes of our ISPEC script for different resolutions.
o test for any changes in the stellar parameter determination,
hether we add several TIGRE–HEROS spectra or not, we used

hree spectra for each star with an average S/N ≥100. 
These tests pro v e the reliability and robustness of the physical

arameters obtained from the spectral synthesis approach taken with
ur ISPEC script, employed at different resolutions. Therefore, we
onsider the total uncertainty of stellar parameters with this method
s T eff = ±100 K, log g = ±0.15 dex, and [Fe/H] = ±0.15. 

 T H E  C A  I I EMISSION-LINE  W I D T H S  O F  

NTEREST  A N D  THEI R  MEASUREMENTS  

.1 Formation of the Ca II K emission line and where to take its 
idth 

he very cores of the Ca II H&K lines are of such huge optical depth
hat the y pro vide one of v ery fe w windo ws into the chromospheres
f cool stars. While most line cores in the optical spectrum reflect
he physical conditions of the upper photosphere, the Ca II doublet
llows us to trace the temperature structure beyond its minimum at the
ase of the chromosphere, well into the rise, which is manifested by
he Ca II H&K line-core reversals into emission. An early, e xtensiv e
e vie w of the chromospheric physics learned from this doublet was
iv en by Linsk y & Avrett ( 1970 ), and recent re vie ws are by Linsky
 2017 ) and Ayres ( 2019 ). The focus is usually on the K line, often
mitting its twin, in order to a v oid any confusion that may arise from
he o v erlap of the Ca II H line with the hydrogen H ε line. 

Since Ca II is more easily ionized than Mg II and hydrogen,
ts formation does not reach into the increasingly warmer, upper-

ost chromosphere. There, magnetically dominated phenomena like
rominences make the interpretation of, for example, H α much more
ifficult. The K-line reversal, its K2 emission, further shows a self-
e versal (K3), which, ho we ver, must not be interpreted in terms of
 temperature profile. Rather, this reversal is the product of extreme
LTE photon line scattering and geometrical distribution in the
igher chromospheric layers – therefore much more prominent in
uminous giants with their larger chromospheric extent. Hence, for a
hysical understanding of the lower chromosphere, our interest must
e aimed at the outer proportions of the K2 chromospheric emission
rofile. 
Consequently, Wilson & Bappu ( 1957 ) based their empirical

elation between the chromospheric Ca II K emission-line width and
isual absolute magnitude M V on their measurements of W 0 – chosen
imply for the benefit of the best measurement precision, when taken
s the positions of the outer edges of the calcium emission features.
his is particularly true for measurements on photographic plates, as
sed in those days. Using the same spectrograms of Wilson & Bappu
 1957 ), Lutz ( 1970 ) finally shows that the width at half intensity of
he K emission-line peak of Ca II is better correlated with M V , unlike
he original method used by Wilson & Bappu ( 1957 ). These peaks
re also known as K2. Dealing with noisy spectra, the half-peak
oints are relatively well defined on the steep flanks of even a noisy
mission line. 

By contrast, the footpoints of the broad photospheric absorption
ine (K1) to either side of the chromospheric emission are not so well
efined, especially in a noisy spectrum, because the deepest point in
 shallow depression is ambiguous. However, these K1 points are
f theoretical significance: they are formed right at the base of the
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hromosphere, in the temperature minimum. Assuming the source 
unction there is still dominated by the Planck function, the minimal 
pectral flux observed in these deepest points of the K line on either
ide of the chromospheric emission reveals the physical conditions 
t the temperature minimum. 

Ho we ver, as pointed out and illustrated by Shine, Milkey &
ihalas ( 1975 ) (see their fig. 1), the exact distances and depths

f these K1 points depend a lot on partial redistribution (PRD)
ffects on the K2 wings: these become considerable, given the large 
umber of photon line scattering events in this strong line prior
o each escaping photon. PRD effects increase further with larger 
hromospheric column densities in more luminous giants. In that 
espect, Shine et al. ( 1975 ) already made it clear that not considering
RD can lead to significant underestimates of temperature in the 

emperature minimum. Likewise, we conclude from their fig. 1 that 
RD and stellar gravity impact on the relation between W 0 , O.C.
ilson’s half-maximum width, and the distance between the K1 

oints of the chromospheric emission-line profile, hereafter referred 
o as W 1 . 

In their layout of a density-broadening explanation of the Wilson–
appu effect – due to the very numerous chromospheric absorption 
nd re-emission events preceding each photon reaching the observer 
Ayres et al. ( 1975 ) refer to the emission-line width as taken between

hese two K1 footpoints (i.e. W 1 ), simply for its significance in
haracterizing the base of the chromosphere. In assuming (without 
aying), as a first-order approximation, homologous emission-line 
rofiles across the giant branch, their explanation of the Wilson–
appu effect, based on theoretical arguments involving W 1 , is implied 

o be true for O.C. Wilson’s W 0 as well. 
Ho we ver this simplification is not entirely true, as the theoretical

ork of Shine et al. ( 1975 ) already predicted and as our measure-
ents confirm below. In particular, when looking at lower gravities, 
 1 starts to grow a bit faster than W 0 . Because we are seeking a
ore precise comparison of theory with observations, this detail 

eeds to be considered as well, which to our knowledge was never
one before. The reason for that may stem simply from the difficulty
n measuring W 1 . Hence, we present here our method to determine
oth these line widths well, handling the presence of noise in the
bserved emission-line profile well, and using them consistently for 
he whole sample. 

.2 Measuring the widths of the chromospheric Ca II K 

mission line 

he best way to use all information in an observed line profile with
oise is to represent the whole profile empirically by a best-fitting
nalytical function, and then derive key quantities from that function. 
his approach a v oids dependence on local noise effects, a particular
dvantage for measuring shallow K1 minima by the footpoints of the 
hromospheric emission, defining W 1 , provided the representative 
unction co v ers them well too. 

The physical features of the K emission line of Ca II , ho we ver, are
ifficult to match with the types of profile mostly used elsewhere in
he analysis of spectral lines: Gaussian, Lorentzian, or a convolution 
f both, called the Voigt profile. Lutz ( 1970 ) shows, for the simplest
ase of a Ca II K emission line that does not have central self-
bsorption, that, even there, fitting a Lorentzian profile does not 
atch either the wings of the line or the region of the peak correctly.
n the other hand, while a Gaussian fit matches the line wings
etter, it cannot represent the peak area either, because it is wider
han the wing-matching Gaussian function. To consider fully the 
dditional complexity of chromospheric Ca II emission-line profiles 
ith central self-absorption, as required by this work, none of those
hree profiles is remotely adequate, and their use would only result
n totally incorrect line-width measurements. 

To measure the width of the K emission line of Ca II in the spectra
f our stellar sample, we wrote a dedicated code, HALF-INTENSITY 

MISSION WIDTH ( HIEW v4.0), developed in C + + . Our script
IEW works through a routine, which involv es fiv e main stages: (1)

eading the configuration file and spectrum; (2) K-line representation 
y cubic splines to reduce variations caused by electronic noise in the
pectrum; (3) determination of the minima and maxima in each of the
lue (B) and red (R) peaks of the K line profile; (4) determination of
he half-peak intensity level, based on the average of the B and R peak
ntensity; (5) calculation of W 0 as the half-intensity emission width 
nd W 1 as the footpoint separation of the representative emission-line 
rofile spline function. 
In the observed spectrum, the real emission-line profile is folded 

ith the instrumental profile, and in this way the observed line
s broadened by the limited spectral resolution. The instrumental 
rofile width of TIGRE–HEROS is a function of wavelength and the
nstrumental full width at half-maximum (FWHM) in the Ca II K line
egion is ∼ 0.19 Å (Schmitt et al. 2014 ; Czesla 2014 ). Ho we ver, the
eans of correction of the measured K line widths by the instrumental 

rofile width is a delicate matter and has been discussed in detail
lready by Lutz ( 1970 ). 

To consider in more detail the effects of the TIGRE–HEROS 

esolution in our measurements, we simulated an emission K line 
rofile using, as a first approximation, a sum of analytical functions
Gaussian, Voigt, and both), even when, as Lutz ( 1970 ) clearly
howed, the complexity of chromospheric Ca II emission-line profiles 
oes not fit any of these analytic functions adequately. Ho we ver, our
ests showed that the use of two Gaussian functions – with positive
mplitude to fit the emission (K2) and ne gativ e amplitude to fit the
utoabsorption (K3) – appears to match a number of representative 
ases of observed emission K line profiles of our sample sufficiently
ell. 
In a first step, we normalized the observed emission line by a

ubic spline fitting of the Ca II absorption. Then, we convoluted a
imulated profile with the instrumental line profile (ILP) of TIGRE–
EROS and, by a root-mean-square (RMS) criterion, we impro v ed

he analytical parameters of the functions considered recursively. 
fter 30 iterations, the convolution of the simulated profile converges 
ith the observed line profile. Fig. 5 shows the effect of the TIGRE–
EROS resolution for a simulated emission line for HD 205435 and a

omparison with an observed Ca II K emission line. As expected, the
aximum and half-maximum points of the simulated and observed 

ine profiles dif fer. Ne vertheless, the dif ferences of W 0 line widths
or both K line profiles are within the instrumental error ( ∼ 0.11
, equi v alent to the standard deviation of the TIGRE–HEROS

nstrumental line profile close to the K line of Ca II ). 
The two extremes, to subtract the instrumental resolution linearly 

r in quadrature, are correct only if either both the instrumental profile
nd the line profile are Lorentzian functions or, in the latter case,
aussians. Ho we ver, the K2 emission-line shape is clearly neither,

s mentioned abo v e, and in the case of the HEROS spectrograph the
ine profile is not Gaussian (see Czesla 2014 ). If anything, then the
conomic co v erage of the nominal spectrograph resolution by only
hree pixels and the scattering characteristics in the fibre feed may
nhance the wings of the ef fecti ve instrumental profile and bring it
loser to a Lorentzian function. 

As already studied by Lutz ( 1970 ), the choice of this correction
oes matter a little, as it systematically af fects narro wer lines
ore. We tested both approaches and find a maximum difference 
MNRAS 513, 906–924 (2022) 
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Figure 5. Simulation of the normalized Ca II K emission line for HD 205435. 
We used a sum of two Gaussian functions to simulate a K line profile (dotted 
red line) without the effect of the instrumental line profile of TIGRE–HEROS 
(solid orange line). The convolution between the simulated K emission 
line and instrumental line profile (dashed green line) fits well enough to 
the observed K emission line for HD 205435. Points mark the minimum, 
maximum, and half-maximum of the simulated (blue dots) and observed 
(black dots) line profiles. We show the differences of the maximum averages 
and half-maximum averages. In addition, we show W 0 for simulated and 
observed emission lines. 
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f 0.02 in the gravity exponent. In addition, the difference of
idths of simulated, linear, and quadrature subtraction is within the

nstrumental error of TIGRE–HEROS. Ho we ver, gi ven the analysis
bo v e, neither case is a priori a choice more justifiable than the other.
nterestingly, O. C. Wilson al w ays used simple linear subtraction, and
he detailed revision of his measurements by Lutz ( 1970 ) showed
hat it seemed to be more consistent than a trial with subtraction
n quadrature. Apparently, and by coincidence, another detail of
he measuring process comes in to compensate for any theoretical
ffset: washed-out (by limited resolution) narrower lines tend to be
easured, ef fecti vely, further do wn than broad lines, when aiming

t the 50 per cent level of the observed (and thus broadened) profile.
ence, we settled for the simple linear correction method to arrive

t our true widths of the Ca II K emission line. Appendix B contains
he line-width measurements and Table 4 summarizes these results
or the whole stellar sample. 

.3 Are W 0 and W 1 analogous measurements of the Ca II K 

mission-line width? 

s pointed out before, Ayres et al. ( 1975 ) and also Cram &
lmschneider ( 1978 ) compared and proposed empirical width–

uminosity correlations, referring to the Ca II K 1 minimum features,
hich means the W 1 widths, not O.C. Wilson’s W 0 . Ho we ver, in
is work Ayres ( 1979 ) argues that W 0 should be, much like W 1 ,
roportional to g 1/4 too. That would be the case, for example, if the
mission-line profiles were homologous. Ho we ver, we want to revise
his element of the comparison of theory with observation as well.
onsequently, we compared the W 0 and W 1 widths to see whether

hey are indeed analogous measurements of the chromospheric Ca II
 line emission width, using our measurement method described

bo v e (see Section 4.2 ). 
Using the width measurements of the Ca II K emission line listed

n Table 4 , we compare and correlate W 1 with W 0 for our stellar
NRAS 513, 906–924 (2022) 
ample. Fig. 6 shows this comparison, resulting in a linear least-
quares fit with a high Pearson’s correlation coefficient of 0.934. The
est relation for W 1 versus W 0 is 

log W 1 = (0 . 82 ± 0 . 06) log W 0 + (0 . 54 ± 0 . 11) . (2) 

This relation is not far from what one may expect of homologous
mission-line profiles (implying an exponent of 1.0); ho we ver, it
learly pro v es that W 1 and W 0 scale differently o v er our sample.
he effect is significant and must be taken into consideration in the
omparison of theory with observations (see the section below), in
articular for the relation of line width with gravity. 

 G R AV I T Y  A N D  TEMPERATURE  

EPENDENCE:  OBSERVATI ON  VERSUS  

H E O RY  

he relation between the width of the Ca II K emission line and stellar
arameters, i.e. ef fecti ve temperature and surface gravity, has been
tudied by a number of authors during the last decades (Reimers
973 ; Neckel 1974 ; Ayres et al. 1975 ; Ayres 1979 ; Lutz & Pagel
982 ; Park et al. 2013 ). The work of Ayres et al. ( 1975 ) demonstrated
ow the Wilson–Bappu effect can be derived from the relation of
he chromospheric Ca II column density N with gravity g , assuming
ydrostatic equilibrium at the bottom of the chromosphere. N in
urn reflects how the line width grows with lower gravity, by simple
ensity-broadening – the migration of photons into the line wings
fter multiple absorption and re-emission processes. Assuming also
hat the mean continuum optical depth in the stellar temperature

inimum is relatively independent of surface gravity, Ayres et al.
 1975 ) arrived at the simple relation W 1 ∝ A met 

1/4 g −1/4 , where A met 

s the abundance of easily ionized metals relative to hydrogen. The
implification of the opacity problem required to derive the above
elation was later supported by more detailed arguments given by
yres ( 1979 , 2019 ). A key point is that, irrespective of, e.g., the

elative proportions of H 

− and line opacities in each chromosphere,
ll rele v ant contributions to the opacity are controlled by the electron
ensity in the same way. 
We deliberately a v oided studying the possible metallicity depen-

ence, by the choice of a sample of mostly solar abundance, in order
o have less ambiguity in the gravity dependence and to test the
heoretical approach as such. A dependence of W 1 on T eff was still
gnored by Ayres et al. ( 1975 ), because their initial stellar sample
id not spread much o v er that parameter, only in gra vity, b ut it was
aken into consideration soon after by Ayres ( 1979 ). In consequence,
he line broadening appears to depend on both gravity and ef fecti ve
emperature. The latter effect is based on the ionization ratio of
a I :Ca II , consequently reducing the Ca II column density in the
oolest chromospheres (comparing stars of the same surface gravity).
till, this is of secondary nature, because the range of ef fecti ve

emperatures of cool stars with chromospheres is quite limited, while
ravity co v ers more than four orders of magnitude. 
There is now a problem with any empirical assessment of the line-

idth relation simultaneously with both these parameters: cross-talk
rom a mismatch of the ef fecti ve temperature affecting the gravity
erm. That interrelation is caused by the orientation of the giant
ranches in the HR diagram: the coolest giants are also mostly those
ith the highest luminosity and, consequently, lowest gravity. Hence,

o e v aluate the theoretical reasoning of Ayres et al. ( 1975 ) empirically
y means of the gravity term of the emission-line width, one must
et the temperature term right as well. 

To test the interpretation of the Wilson–Bappu effect by Ayres et al.
 1975 ) and Ayres ( 1979 ), we derived the width correlation of the Ca II
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Table 4. Width measurements of the K emission line of Ca II . 

Star W 0 
a W 0 

b log W 0 
c W 1 

a W 1 
b log W 1 

c 

[ Å] [km s −1 ] [dex] [ Å] [km s −1 ] [dex] 

HD 8512 0.72 55 1.74 (0.07) 1.14 87 .18 1.94 (0.04) 
HD 10476 0.31 24 1.37 (0.16) 0.72 55 .12 1.74 (0.07) 
HD 18925 0.80 61 1.78 (0.06) 1.16 88 .55 1.95 (0.04) 
HD 20630 0.36 27 1.43 (0.14) 0.95 72 .07 1.86 (0.05) 
HD 23249 0.40 30 1.48 (0.12) 0.62 47 .34 1.68 (0.08) 
HD 26630 1.81 138 2.14 (0.03) 2.50 190 .67 2.28 (0.02) 
HD 27371 0.79 60 1.78 (0.06) 1.32 100 .46 2.00 (0.04) 
HD 27697 0.71 54 1.73 (0.07) 1.16 88 .55 1.95 (0.04) 
HD 28305 0.73 56 1.74 (0.07) 1.17 89 .47 1.95 (0.04) 
HD 28307 0.73 56 1.74 (0.07) 1.15 87 .64 1.94 (0.04) 
HD 29139 0.93 71 1.85 (0.05) 1.67 127 .48 2.11 (0.03) 
HD 31398 1.17 89 1.95 (0.04) 2.11 160 .45 2.21 (0.02) 
HD 31910 1.94 148 2.17 (0.03) 2.60 198 .46 2.30 (0.02) 
HD 32068 1.29 98 1.99 (0.04) 2.32 176 .48 2.25 (0.02) 
HD 48329 1.73 132 2.12 (0.03) 2.59 197 .70 2.30 (0.02) 
HD 71369 0.76 58 1.77 (0.06) 1.13 86 .30 1.94 (0.04) 
HD 81797 1.01 77 1.88 (0.05) 1.85 141 .22 2.15 (0.03) 
HD 82210 0.53 40 1.61 (0.09) 1.34 102 .34 2.01 (0.04) 
HD 96833 0.76 58 1.76 (0.07) 1.37 104 .12 2.02 (0.04) 
HD 104979 0.68 52 1.72 (0.07) 0.93 70 .83 1.85 (0.05) 
HD 109379 0.83 63 1.80 (0.06) 1.13 86 .26 1.94 (0.04) 
HD 114710 0.48 37 1.57 (0.10) 0.75 56 .95 1.76 (0.07) 
HD 115659 0.72 55 1.74 (0.07) 1.13 86 .26 1.94 (0.04) 
HD 124897 0.84 64 1.80 (0.06) 1.35 102 .75 2.01 (0.04) 
HD 148387 0.70 53 1.73 (0.07) 0.97 73 .90 1.87 (0.05) 
HD 159181 1.93 147 2.17 (0.03) 2.82 215 .00 2.33 (0.02) 
HD 164058 0.96 73 1.86 (0.05) 1.86 142 .13 2.15 (0.03) 
HD 186791 1.20 91 1.96 (0.04) 2.28 173 .73 2.24 (0.02) 
HD 198149 0.50 38 1.58 (0.10) 0.71 54 .21 1.73 (0.07) 
HD 204867 1.89 144 2.16 (0.03) 2.46 187 .47 2.27 (0.02) 
HD 205435 0.66 50 1.70 (0.08) 1.27 96 .79 1.99 (0.04) 
HD 209750 1.86 142 2.15 (0.03) 2.62 199 .38 2.30 (0.02) 

Notes a The error of the line-width measurements is equi v alent to the standard deviation of 
the TIGRE–HEROS instrumental line profile close to the K line of Ca II ∼ 0.11 Å. 
b The error in km s −1 is equi v alent to 8 km s −1 . 
c Logarithmic values correspond to widths in km s −1 . 

Figure 6. Comparison of line-width measurements log W 1 versus log W 0 of 
the Ca II K emission line for the stellar sample. We used the logarithmic values 
of widths in km s −1 . The blue line corresponds to a linear fit. The colour code 
represents the ef fecti ve temperature and the point size represents the surface 
gravity, with larger points for lower gravities. 

Table 5. Results for the gravity and temperature dependence of the 
Wilson–Bappu effect (WBE) considering different measurements of 
the K emission line of Ca II . 

Width α β C χ2 

W 0 − 0 .279 (0.011) 2 .93 (0.22) − 8 .3 (0.8) 0 .0360 
W 1 − 0 .220 (0.020) 1 .8 (0.4) − 4 .1 (1.4) 0 .1040 
W 

′ 
1 − 0 .229 (0.009) 2 .41 (0.18) − 6 .3 (0.7) 0 .0216 
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 emission line with surface gravity and ef fecti ve temperature in our
ample for both measurements, W 0 and W 1 , using simple power-law
elations in their logarithmic form: 

log W = α log g + β log T eff + C, (3) 

here α, β, and C are fitting constants. Table 5 shows the results for
hese values when we apply equation ( 3 ) to W 0 and W 1 . 

Based on the best χ2 , we observe that W 0 has a better correlation
ith gravity and temperature than W 1 for our stellar sample. Ho we ver,

his can be explained by the better definition of the former on the
anks of the line profile. As we showed in Section 4.3 , there is a
lear relation between both widths, where W 0 rises a bit faster than
 1 (see equation 2 ). Therefore, the relation of log W 1 has a smaller

ower with log g than log W 0 . 
MNRAS 513, 906–924 (2022) 
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Figure 7. Dependence of W 

′ 
1 on log g by subtracting the temperature 

contribution. The blue line corresponds to a linear fit. The colour code 
represents the ef fecti ve temperature, and the point size represents the surface 
gravity, using larger points for lower gravities. 

Figure 8. Dependence of W 

′ 
1 on log T eff by subtracting the gravity contribu- 

tion. The blue line corresponds to a linear fit. The colour code represents the 
ef fecti ve temperature, and the point size represents the surface gravity, with 
larger points for lower gravities. 
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We may also convert W 0 into W 1 values, using equation ( 2 ), in
rder to circumnavigate the larger uncertainties of individual W 1 

alues. We tested the dependence of these converted values W 

′ 
1 

ith gravity and temperature in the same way as before and found
hat their correlation became twice as good as that of W 0 , based on
he respective minimal χ2 sums. In addition, the gravity exponent
alculated with W 

′ 
1 is the closest to the theoretical prediction of Ayres

t al. ( 1975 ). This is pictured in Figs 7 and 8 , showing the direct
ependence of log W 

′ 
1 on log g, as well as log T eff , subtracting the

espective other contribution. 

 C O N C L U S I O N S  

e have developed and demonstrated a consistent analysis, applied
niformly to a representative stellar sample, for which we obtained
ood S/N TIGRE spectra at the moderately high spectral resolving
ower of R ∼ 20 000. The new Gaia EDR3 parallaxes allowed us
o calculate precise, parallax-based gravities, in combination with
NRAS 513, 906–924 (2022) 
tellar mass estimates based on HRD position-matching evolution
racks. That approach facilitated the assessment of ef fecti ve temper-
tures by means of spectral synthesis, as we were able to exclude
alse solutions with erroneous gravities. 

Furthermore, with the help of our measurement technique pre-
ented here for the chromospheric Ca II K emission-line width, we
ound that the width used by O.C. Wilson, W 0 (the width at half-
eak intensity), and the width of theoretical significance, W 1 (the K 1 

inima separation, originating in the temperature minimum at the
ery bottom of the chromosphere), do not scale 1:1 across the HRD,
ut are related to each other by log W 1 = 0.82log W 0 + 0.53. Hence,
hromospheric emission lines are not exactly homologous o v er a
ider range of gravity. Therefore, the relation between W 0 and W 1 

s required to extend the empirical Wilson–Bappu effect, based on
 0 , to a relation of the line width with physical parameters such as

ravity and ef fecti ve temperature, as predicted by theory for W 1 . 
This distinction and the consistent approach to physical parameter

ssessment for our sample stars described abo v e enables us to test
he theoretical explanation of Ayres et al. ( 1975 ) and Ayres ( 1979 ), in
articular by comparing the empirical findings with their predicted
ravity dependence. In fact, ignoring the difference between the two
mission-line widths leads to a much worse agreement of theory with
bservation. 
In conclusion, we confirm the dependence on gravity proposed by

yres et al. ( 1975 ) and Ayres ( 1979 ), suggesting that the Wilson–
appu effect is indeed a line saturation and photon redistribution
f fect, dri ven by the growing column densities in giants with
ower gravities. That same interpretation provides a straightforward
xplanation for the temperature term as well, namely the effect of the
a II :Ca I ionization balance, even though it is difficult to quantify,
ecause (i) the rele v ant temperature of the line-forming layers of each
hromosphere cannot be related so easily to the ef fecti ve temperature
f the respective stellar photosphere underneath and (ii) owing to
LTE effects in any chromospheric ionization balance, the intuitive
nderstanding is that cooler stars have a larger fraction of neutral Ca
n their chromospheres, resulting in a reduced Ca II column density.
his explains the positive sign of the temperature exponent, while

he substantial effect o v er a relativ ely small temperature range calls
or a large value, as observed. 

This nice agreement of our empirical study with the theoretical
redictions of Ayres et al. ( 1975 ) also suggests the validity, at least
o a good degree, of their assumption of hydrostatic equilibrium at
he base of the chromosphere – at least for stars that are not o v erly
ctive. In those cases, the chromospheric structure is not dominated
y magnetic energy density and its dynamic fine structure. This is
ood news: chromospheric physics may not be entirely hopeless –
fter all, some approximations do appear to be reasonable. At least,
his is our interpretation of the meaning of the Wilson–Bappu effect
nd the agreement obtained with simple chromospheric physics. 
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PPENDI X  A :  P S E U D O - C O N T I N U U M  

EADJ USTMENT  A N D  LI NE  SELECTI ON  F O R  

YNTHESIS  P RO C E D U R E  WI TH  ISP E C 

1 Guided readjustment of the pseudo-continuum 

o find suitable continuum sections, which are needed to guide the
eadjustment of the pseudo-continuum of the observed spectrum, 
deally at the value of 1.0, we used a synthetic spectrum that
atches the observed spectrum reasonably well. To produce it, the 

nitial values of T eff , log g , and [Fe/H] were set to the averages of
he respective entries in the PASTEL catalogue. Furthermore, the 
esolution of the synthetic spectrum was set to that of the TIGRE–
EROS target spectrum ( R ∼ 20 000), and the projected rotation
elocity vsin i was fixed at the small value of 1.6 km s −1 . This is
 reasonable choice for giants, as well as for aged and relatively
nactive main-sequence stars, which form our sample. Individual 
ifferences of a few km s −1 in this rotation rate cannot be resolved
y TIGRE–HEROS spectra anyway. 
At this point, another choice was required, namely for the initial

alues of micro- and macro-turbulent velocities. Despite these being 
elow the resolution limit of TIGRE–HEROS spectra, their choices 
ake subtle but systematic differences in the χ2 sums of later best-
tting solutions. Therefore, in the final synthesis of the physical 
arameters (see below), the turbulence v alues are allo wed to be
efined; see Table 1 . Ho we ver, for the initial model spectrum,
equired here only to define suitable continuum sections, we needed 
easonable fixed values. 

Initially, we tested the macro- and micro-turbulence velocities, 
 mac and v mic , used for the models of the PHOENIX library (Husser
t al. 2013 ), which give reasonably realistic spectra for stars with
olar abundances o v er a range of ef fecti ve temperatures and surface
ravities. Therefore, like Husser et al. ( 2013 ), we first fixed the
acro-turbulence parameters at twice the micro-turbulence values. 
o we ver, after se veral tests with well-studied stars (see Section 3.4 ),
e refined the initial choices of macro-turbulence velocity v mac by 

he following empirical representation, according to the findings in 
ain-sequence stars of Ryabchikova et al. ( 2016 ), while still using

he micro-turbulence values of Husser et al. ( 2013 ) in this step: 

 mac = 

⎧ ⎨ 

⎩ 

2 . 00 v mic if log g ≤ 2 . 0 , 
3 . 00 v mic if 2 . 0 < log g < 3 . 75 , 
3 . 75 v mic if log g ≥ 3 . 75 . 

(A1) 
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Table A1. List of lines selected for use with the ISPEC 

script. 

λ0 λblue λred Note 
[nm] [nm] [nm] 

580.52548 580.48018 580.55266 Ni 1 
580.57078 580.55266 580.61608 Fe 1 
580.67044 580.61608 580.73386 Fe 1 
580.92412 580.84258 581.01472 Fe 1 
581.47677 581.43147 581.55831 Fe 1 
581.63079 581.57643 581.67609 Fe 1 
583.16193 583.10757 583.21629 Ni 1 
583.83236 583.78706 583.89578 Fe 1 
584.70212 584.64776 584.75648 Ni 1 
584.81084 584.75648 584.85614 Fe 1 
585.74402 585.64436 585.81650 Ca 1 
585.96145 585.90709 586.04299 Fe 1 
586.64095 586.58659 586.68625 Ti 1 
586.75873 586.68625 586.79497 Ca 1 
587.32045 587.26609 587.35669 Fe 1 
592.77455 592.72925 592.81079 Fe 1 
593.01916 592.98292 593.07352 Fe 1 
593.46310 593.41780 593.51746 Fe 1 
595.27510 595.21168 595.37475 Fe 1 
596.58879 596.51631 596.63409 Ti 1 
597.85718 597.82094 597.92966 Ti 1 
598.48232 598.43702 598.58198 Fe 1 
599.13464 599.09840 599.16182 Fe 2 
599.67824 599.62388 599.70542 Ni 1 
600.72919 600.68389 600.75637 Ni 1 
600.79261 600.75637 600.81979 Fe 1 
604.20822 604.11762 604.28070 Fe 1 
605.36789 605.31353 605.47661 Ni 1 
605.60345 605.55815 605.67593 Fe 1 
606.54569 606.50039 606.62723 Fe 1 
608.41204 608.33956 608.45734 Fe 2 
608.52076 608.45734 608.57512 Fe 1 
608.62948 608.57512 608.72008 Ni 1 
609.11872 609.07342 609.14590 Ti 1 
609.36334 609.32710 609.39958 Fe 1 
609.82539 609.78915 609.94317 Fe 1 
610.26933 610.24215 610.30557 Ca 1 
610.32369 610.30557 610.41429 Fe 1 
612.21722 612.12662 612.30782 Ca 1 
612.49808 612.42560 612.56150 Si 1 
612.62492 612.56150 612.67928 Ti 1 
612.78800 612.71552 612.85142 Fe 1 
612.89672 612.85142 612.94202 Ni 1 
613.17758 613.08698 613.26818 Si 1 
613.66682 613.61246 613.73024 Fe 1 
614.24665 614.21947 614.29195 Si 1 
614.50033 614.44597 614.58187 Si 1 
614.78119 614.69965 614.82649 Fe 1 
614.92615 614.88085 614.97145 Fe 2 
615.16171 615.10735 615.20701 Fe 1 
615.76873 615.70531 615.85933 Fe 1 
616.13113 616.10395 616.16737 Ca 1 
616.22173 616.16737 616.29421 Ca 1 
616.35763 616.29421 616.42105 Ca 1 
616.53882 616.49352 616.59318 Fe 1 
616.64754 616.59318 616.73814 Ca 1 
616.90122 616.81968 616.92840 Ca 1 
616.95558 616.92840 617.00994 Ca 1 
617.05524 617.00994 617.16396 Fe 1 
617.33610 617.27268 617.38140 Fe 1 
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In this so-defined, representative synthetic spectrum, we then
elected continuum sections according to the following criteria:
1) maximum standard deviation from 1.0 of 0.1 per cent and (2)
inimum size of the region equi v alent to FWHM of the instrumental

rofile of TIGRE–HEROS ( ∼ 0.35 Å in the centre of the R channel, ∼
.23 Å in the centre of the B channel); (3) to a v oid confusion, spectral
egions with abundant telluric lines were also discarded (Catanzaro
997 ). 
These continuum sections were finally used to readjust the ob-

erved stellar pseudo-continuum, employing the ISPEC algorithm
esigned for this. According to Blanco-Cuaresma et al. ( 2014b ),
his subroutine applies a median and maximum filter with different
indow sizes. The former smooths out the noise in the continuum,
hile the latter ignores slightly smaller fluxes, which instead belong

o shallow absorption lines – i.e. the continuum may effectively
e placed slightly abo v e or below the simple flux average in the
espective continuum section, depending on the values of those
arameters. Then, this algorithm applies a third-degree spline,
ssigning one node every 20 Å only within these selected continuum
egions. This procedure is repeated recursively for different median
nd maximum filters, ten steps for each one, from 0.1–1.0 Å for the
rst and 1.5–15 Å for the last one. A total of up to 100 possible
ormalizations are calculated. 
The script finds the residuals between the synthetic and observed

pectrum, and calculates the RMS only in the continuum regions.
he readjusted spectrum with the best RMS is eventually chosen.
inally, a second fine-tuning normalization is applied to the observed
pectrum. Using the continuum sections again, this time as a template
n the observed spectrum, the ISPEC script impro v es the normalization
urther by the use of a median filter equal to the instrumental
rofile width of TIGRE–HEROS. As a whole, this guided continuum
eadjustment procedure impro v es the original normalization of the
bserved spectrum significantly, because the former can be misled
y agglomerations of absorption lines. 

2 Selection of r epr esentati v e lines for synthesis pr ocedur e 

e selected a representative, reliable subset of lines for the synthesis
rocedure, aiming for small χ2 minima, less impacted by line blends
r mismatched atomic line strengths ( f -values). For our sample stars,
e based that selection on the following criteria: (1) the S/N in

ach line must be greater than five times; (2) a cross-correlation
s undertaken between the information of the Vienna Atomic Line
ata Base (VALD: Piskunov et al. 1995 ) and the observed lines,
 v oiding differences in wavelength larger than the width of the
nstrumental profile of TIGRE–HEROS ( ∼0.35 Å); (3) lines within
pectral regions known to host many telluric lines are discarded; (4)
here the observed line strength disagrees with the atomic data of

he VALD list, or would even be zero according to the synthetic
pectrum, such lines are discarded (see below). 

We applied these criteria to a good solar spectrum, taken
y TIGRE–HEROS, using a strategy similar to the line-by-line
ifferential approach of Blanco-Cuaresma ( 2019 ), i.e. a line can
e considered good when synthesis arrives at a close-to-solar
bundance (i.e. reasonably close to zero). After several tests, if a
pectral element has more than 20 lines, we considered an abundance
ismatch margin of ±0.15 dex, otherwise we accepted a margin

f ±0.50 dex. Hence, lines producing an error larger than 0.50 dex
re discarded. This tolerated metallicity mismatch, reflecting atomic
ata mismatches of the line list, is a compromise between quantity 
NRAS 513, 906–924 (2022) 



Revising the Wilson-Bappu effect 919 

MNRAS 513, 906–924 (2022) 

Table A1 – continued 

λ0 λblue λred Note 
[nm] [nm] [nm] 

617.53542 617.45388 617.58978 Ni 1 
617.68038 617.61696 617.78004 Ni 1 
618.02466 617.97030 618.07902 Fe 1 
618.35988 618.30552 618.42330 Fe 1 
619.15715 619.04843 619.27493 Fe 1 
619.54673 619.50143 619.60109 Si 1 
620.03597 619.98161 620.08127 Fe 1 
621.34060 621.28624 621.42214 Fe 1 
622.02916 621.97480 622.04728 Ti 1 
622.40062 622.33720 622.43686 Ni 1 
622.67242 622.59088 622.71772 Fe 1 
622.92610 622.85362 622.97140 Fe 1 
623.00764 622.97140 623.02576 Ni 1 
623.07106 623.02576 623.16166 Fe 1 
623.73243 623.57841 623.78679 Si 1 
623.84115 623.78679 623.89551 Fe 2 
624.06765 623.95893 624.11295 Fe 1 
624.38475 624.33945 624.41193 Si 1 
624.62937 624.58407 624.69279 Fe 1 
624.75621 624.69279 624.81057 Fe 2 
625.25451 625.20921 625.31793 Fe 1 
625.80717 625.77093 625.83435 Ti 1 
625.87059 625.83435 625.91588 Ti 1 
625.96118 625.91588 626.01554 Ni 1 
626.10614 626.05178 626.16956 Ti 1 
627.02120 626.95778 627.07556 Fe 1 
627.12992 627.07556 627.16616 Fe 1 
630.14689 630.09253 630.21031 Fe 1 
631.14348 631.08912 631.18878 Fe 1 
631.57836 631.56024 631.62366 Fe 1 
632.21256 632.16726 632.23068 Ni 1 
632.26692 632.23068 632.32128 Fe 1 
633.00983 632.93736 633.04607 Cr 1 
633.68027 633.62591 633.77087 Fe 1 
633.89771 633.81617 633.97019 Ni 1 
635.86372 635.81842 635.93620 Fe 1 
636.28954 636.26236 636.38920 Fe 1 
636.44356 636.38920 636.52510 Fe 1 
636.64288 636.58852 636.69724 Ni 1 
636.95092 636.86032 636.98716 Fe 2 
637.13212 637.07776 637.20460 Si 2 
637.82973 637.77537 637.92033 Ni 1 
638.07435 638.01999 638.14683 Fe 1 
638.46393 638.41863 638.50923 Ni 1 
638.56359 638.50923 638.61795 Fe 1 
639.26121 639.17061 639.28839 Fe 1 
639.36087 639.28839 639.47865 Fe 1 
640.00412 639.90447 640.08566 Fe 1 
640.72892 640.63832 640.75610 Si 1 
641.16380 641.04602 641.23628 Fe 1 
641.49902 641.40842 641.59868 Si 1 
641.68928 641.62586 641.73458 Fe 2 
641.99732 641.90672 642.05168 Fe 1 
642.13322 642.07886 642.20570 Fe 1 
642.48655 642.42313 642.53185 Ni 1 
643.08451 643.00297 643.13887 Fe 1 
643.90897 643.83649 644.02675 Ca 1 
644.97804 644.94180 645.09582 Ca 1 
645.55788 645.52164 645.59412 Ca 1 
645.63942 645.59412 645.67566 Fe 2 

Table A1 – continued 

λ0 λblue λred Note 
[nm] [nm] [nm] 

646.26456 646.20114 646.31892 Ca 1 
649.15469 649.11845 649.21811 Ti 2 
649.38119 649.33589 649.41742 Ca 1 
649.49896 649.41742 649.54426 Fe 1 
649.65298 649.61674 649.66204 Fe 1 
649.89760 649.84324 649.92478 Fe 1 
649.96102 649.92478 650.05162 Ca 1 
659.75484 659.69142 659.80920 Fe 1 
660.91452 660.85110 661.01418 Fe 1 
662.50001 662.44565 662.54531 Fe 1 
662.75369 662.68121 662.79899 Fe 1 
663.51473 663.46037 663.55096 Ni 1 
663.97678 663.92242 664.04020 Fe 1 
664.69252 664.65628 664.74688 Fe 1 
666.11493 666.06057 666.16929 Cr 1 
666.76725 666.70383 666.81255 Fe 1 
667.80009 667.69137 667.85445 Fe 1 
671.03449 670.98919 671.09791 Fe 1 
671.62339 671.57809 671.66869 Fe 1 
672.53845 672.49315 672.59281 Fe 1 
672.66529 672.59281 672.75589 Fe 1 
674.31420 674.23266 674.42292 Ti 1 
675.01182 674.95746 675.07524 Fe 1 
675.27456 675.20208 675.31985 Fe 1 
677.23151 677.16809 677.30399 Ni 1 
679.35154 679.27000 679.40590 Fe 1 
680.68335 680.61993 680.74677 Fe 1 
681.02763 680.97327 681.08199 Fe 1 
682.85774 682.73996 682.93928 Fe 1 
683.70032 683.61878 683.79998 Fe 1 
683.98118 683.93588 684.02648 Fe 1 
684.13520 684.02648 684.17144 Fe 1 
684.20768 684.17144 684.23486 Ni 1 
684.36170 684.31640 684.43418 Fe 1 
685.51231 685.39453 685.64821 Fe 1 
685.81129 685.76599 685.89283 Fe 1 
686.24617 686.21899 686.32771 Fe 1 
743.07931 743.01589 743.12461 Fe 1 
744.30240 744.24804 744.38394 Fe 1 
744.93660 744.85506 744.98190 Fe 2 
745.39866 745.33524 745.46208 Fe 1 
746.15063 746.09627 746.18687 Fe 1 
746.23217 746.18687 746.29559 Cr 1 
747.35561 747.31031 747.40997 Fe 1 
748.19819 748.09853 748.27066 Fe 1 
749.16760 749.10418 749.26726 Fe 1 
750.60813 750.55378 750.66249 Fe 1 
751.10643 750.92523 751.20609 Fe 1 
752.27517 752.20269 752.36577 Ni 1 
752.51073 752.44731 752.58321 Ni 1 
754.18682 754.09622 754.24118 Fe 1 
757.40311 757.35781 757.48465 Ni 1 
758.38158 758.27286 758.46312 Fe 1 
772.75974 772.68726 772.83222 Ni 1 
774.55361 774.47207 774.61703 Fe 1 
774.65327 774.61703 774.71669 Fe 1 
774.82541 774.71669 774.86165 Fe 1 
774.88883 774.86165 774.95225 Ni 1 
775.11533 775.03379 775.20593 Fe 1 
776.05757 775.99415 776.19347 Si 1 
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Table A1 – continued 

λ0 λblue λred Note 
[nm] [nm] [nm] 

780.78687 780.70533 780.85935 Fe 1 
784.99975 784.90915 785.06317 Si 1 
785.53429 785.47993 785.62489 Fe 1 
846.84305 846.77057 846.96989 Fe 1 
847.16920 847.07860 847.29604 Fe 1 
848.19298 848.12050 848.26546 Fe 1 
849.80565 849.46137 850.09557 Ca 2 
851.40927 851.34585 851.46363 Fe 1 
851.50893 851.46363 851.57235 Fe 1 
851.83508 851.77167 851.89850 Ti 1 
855.67651 855.59497 855.82147 Si 1 
858.23142 858.13176 858.28578 Fe 1 
859.59041 859.52699 859.65383 Si 1 
859.70819 859.65383 859.78067 Si 1 
859.88033 859.78067 859.97093 Fe 1 
861.17591 861.11249 861.23932 Fe 1 
862.16344 862.10002 862.22686 Fe 1 
863.69457 863.65833 863.75799 Ni 1 
867.47258 867.40916 867.65378 Fe 1 
868.64131 868.54165 868.72285 Si 1 
868.85875 868.72285 868.94935 Fe 1 
869.94595 869.90065 869.98219 Fe 1 
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 Values from NASA Sun Fact Sheet: https:// nssdc.gsfc.nasa.gov/ planetary/ 
act sheet/sunfact.ht ml 

u

13/
og g = 4.44 dex, and [ M /H] = 0.00 dex. Again, the initial v mic was
etermined using the PHOENIX library, v mac with equation ( A1 ), and
sin i was fixed to 1.6 km s −1 . 
From this process, a total of 202 lines were selected for the

-channel spectra of HEROS (co v ering 5800 to 8700 Å). The
nal line list is shown in Table A1 . In the same way as Blanco-
uaresma ( 2019 ), these lines are not used blindly on the ob-

erved spectra. Before starting the parameter synthesis process,
he script checks if each of these lines exists in the target
pectrum and, using a Gaussian fit, then applies the equi v alent
idth criterion as stated abo v e, before including the line in the
rocess. According to our tests, these lines w ork ed well enough
or our sample from main-sequence stars to supergiants (see
ection 3.4 ). 

PPENDI X  B:  C A  I I EMISSION-LINE  W I D T H  

EASUREMENTS  O F  T H E  STELLAR  SAMPLE  

e present the Ca II emission-line width measurements of the stellar
ample with a fixed wavelength scale for comparison purposes.
ig. B1 shows the measurements for HD 8512, HD 10476, HD 18925,
D 20630, HD 23249, HD 26630, HD 27371, and HD 27697; Fig. B2

or HD 28305, HD 28307, HD 29139, HD 31398, HD 31910, HD
2068, HD 48329, and HD 71369; Fig. B3 for HD 81797, HD 82210,
D 96833, HD 104979, HD 109379, HD 114710, HD 115659, and
D 124897; Fig. B4 for HD 148387, HD 159181, HD 164058, HD
86791, HD 198149, HD 204867, HD 205435, and HD 209750. The
lue line represents the fit using cubic splines, the dashed line is
he half intensity of the peak, and the grey zone is the measurement
ncertainty. 
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Figure B1. Ca II emission-line width measurements of HD 8512, HD 10476, HD 18925, HD 20630, HD 23249, HD 26630, HD 27371, and HD 27697. 
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Figure B2. Ca II emission-line width measurements of HD 28305, HD 28307, HD 29139, HD 31398, HD 31910, HD 32068, HD 48329, and HD 71369. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/513/1/906/6574385 by SU
B H

am
burg user on 02 N

ovem
ber 2022

art/stac929_fB2.eps


Revising the Wilson-Bappu effect 923 

MNRAS 513, 906–924 (2022) 

Figure B3. Ca II emission-line width measurements of HD 81797, HD 82210, HD 96833, HD 104979, HD 109379, HD 114710, HD 115659, and HD 124897. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/513/1/906/6574385 by SU
B H

am
burg user on 02 N

ovem
ber 2022

art/stac929_fB3.eps


924 F. Rosas-Portilla, K.-P. Schr ̈oder and D. Jack 

MNRAS 513, 906–924 (2022) 

Figure B4. Ca II emission-line width measurements of HD 148387, HD 159181, HD 164058, HD 186791, HD 198149, HD 204867, HD 205435, and HD 

209750. 
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