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The long-period massive binary HD 54662 revisited?
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ABSTRACT

Context. HD 54662 is an O-type binary star belonging to the CMa OB1 association. Because of its long-period orbit, this system is
an interesting target to test the adiabatic wind shock model.
Aims. The goal of this study is to improve our knowledge of the orbital and stellar parameters of HD 54662 and to analyze its X-ray
emission to test the theoretical scaling of X-ray emission with orbital separation for adiabatic wind shocks.
Methods. We applied a spectral disentangling code to a set of optical spectra to determine the radial velocities and the individual
spectra of the primary and secondary stars. The orbital solution of the system was established and the reconstructed individual spectra
were analyzed by means of the CMFGEN model atmosphere code. We fitted two X-ray spectra using a Markov Chain Monte Carlo
algorithm and compared these spectra to the emission expected from adiabatic shocks.
Results. We determine an orbital period of 2103.4 days, a surprisingly low orbital eccentricity of 0.11, and a mass ratio m2/m1 of 0.84.
Combined with the orbital inclination inferred in a previous astrometric study, we obtain surprisingly low masses of 9.7 and 8.2 M�.
From the disentangled primary and secondary spectra, we infer O6.5 spectral types for both stars, of which the primary is about two
times brighter than the secondary. The softness of the X-ray spectra for the two observations, the very small variation of best-fitting
spectral parameters, and the comparison of the X-ray-to-bolometric luminosity ratio with the canonical value for O-type stars allow
us to conclude that X-ray emission from the wind interaction region is quite low and that the observed emission is rather dominated
by the intrinsic emission from the stars. We cannot confirm the runaway status previously attributed to HD 54662 by computing the
peculiar radial and tangential velocities. We find no X-ray emission associated with the bow shock detected in the infrared.
Conclusions. The lack of hard X-ray emission from the wind-shock region suggests that the mass-loss rates are lower than expected
and/or that the pre-shock wind velocities are much lower than the terminal wind velocities. The bow shock associated with HD
54662 possibly corresponds to a wind-blown arc created by the interaction of the stellar winds with the ionized gas of the CMa OB1
association rather than by a large differential velocity between the binary and the surrounding interstellar medium.
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1. Introduction

Over recent years, the question of the incidence of binarity
among Population I O-type stars has moved to the forefront of
massive stars research. Sana et al. (2012) claimed that more than
70% of O stars are currently members of a binary (or higher
multiplicity) system or have been members in the past. Yet, such
a high percentage of multiples includes all kinds of systems,
from very hard systems with short orbital periods of a few days
(best studied via photometric eclipses and spectroscopy) up to
weakly bound systems with orbital periods of decades or even
centuries (best studied with interferometry). In between these
two extremes lies a region of the parameter space that is cur-
rently the least known. In fact, very few O-type binaries are
known to have orbital periods longer than a year, but shorter than
a century. To a very large extent, this situation reflects an obser-
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vational bias: none of the most commonly used techniques are
very sensitive in this regime and only long-term spectroscopic
monitoring has been able so far to partly fill the gap (see, e.g.,
the cases of Cyg OB2 #9 and 9 Sgr, Nazé et al. 2012; Rauw et al.
2016a).

An interesting target in this context is HD 54662 (O7 Vz var?
Sota et al. 2014), the brightest and earliest member of the CMa
OB1 association (Gies 1987). HD 54662 is considered as a run-
away star because it has apparently created a bow shock in the in-
terstellar medium (ISM) (Noriega-Crespo et al. 1997; Peri et al.
2012). The multiplicity of this star has been uncertain for many
years until Fullerton (1990) observed a partial line splitting, re-
vealing the binary nature of the system. Based on IUE spectra,
Stickland & Lloyd (2001) suggested an orbital period of about
92 days. Boyajian et al. (2007) combined their own radial ve-
locity (RV) measurements with data from the literature. They
derived a preliminary orbital solution with a period of 558 days.
However, as a result of the limited spectral resolution (R = 9000)
of their data, they were only able to deblend the secondary signa-
ture on mean spectra and noted that the semi-amplitude of their
SB1 RV curve was very probably underestimated.

HD 54662 was resolved in interferometry with the VLTI and
the PIONIER instrument (Sana et al. 2014), and very recently, Le
Bouquin et al. (2017) proposed a full interferometric orbit of the
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system. They affirmed that the 558 days orbital period proposed
by Boyajian et al. (2007) is too short and rather favored a period
of 2103 days. A similar conclusion was reached by Sota et al.
(2014) who quoted an unpublished study of Gamen et al. that
indicates a period of 2119 days.

HD 54662 is also an interesting target for the study of wind-
wind interactions. Indeed, hot, massive stars blow powerful stel-
lar winds, which generate huge mass-loss rates and large wind
velocities. Whenever two massive stars are bound by gravity,
their winds interact and this interaction produces signatures over
a broad range of wavelengths. Among the most spectacular man-
ifestations of this phenomenon is the X-ray emission from the
shock-heated plasma within the wind interaction zone (see Rauw
& Nazé 2016, for a recent review). The plasma in the wind inter-
action region of long-period binaries is expected to be adiabatic.
In such systems the winds of both stars have reached their ter-
minal velocities before they collide. This leads to relatively low
post-shock plasma densities and thus long cooling times. The X-
ray emission of such an adiabatic interaction region should vary
as the inverse of the distance d between the stars (Stevens et al.
1992). Whilst this picture is consistent with the observations of
Cyg OB2 #9 (Nazé et al. 2012), it fails in the case of 9 Sgr (Rauw
et al. 2016a). However, the latter O + O binaries are also nonther-
mal radio emitters, which implies the presence of a population of
relativistic electrons that could modify the properties of the wind
interaction (Pittard & Dougherty 2006), thereby causing devia-
tions from the theoretical 1/d relation. HD 54662 should feature
an adiabatic interaction region because of its long period, but has
not been reported as a nonthermal radio emitter; this makes it an
interesting target to test the 1/d relation.

2. Observations

2.1. Optical spectroscopy

Fifteen spectra were obtained between October 2014 and March
2017 with the 1.2 m TIGRE telescope (Hempelmann et al. 2005;
Mittag et al. 2011; Schmitt et al. 2014) at La Luz Observatory
near Guanajuato (Mexico). The TIGRE instrument is operated in
a fully robotic way and features the refurbished HEROS échelle
spectrograph (Kaufer 1998). The HEROS spectrograph offers a
spectral resolving power of 20 000 over the full optical range
with a small gap near 5800 Å. The HEROS data were reduced
with the corresponding reduction pipeline (Mittag et al. 2011;
Schmitt et al. 2014).

The HEROS data were complemented by échelle spectra ex-
tracted from several archives. Thirteen spectra were taken from
the archive of the UVES spectrograph (Dekker et al. 2000). The
UVES spectrograph is operated on the 8.2 m Very Large Tele-
scope UT2 (ESO, Cerro Paranal) and offers a spectral resolving
power near 40 000 for a 1′′ slit. Nine spectra were taken with
the FEROS spectrograph (R ∼ 48 000 over the full optical range;
Kaufer et al. 1999) on the 2.2 m ESO/MPI telescope at La Silla
(ESO). One spectrum was taken in the context of the IACOB
project (Simón-Díaz et al. 2011) with FIES at the 2.5 m Nordic
Optical Telescope (Roque de los Muchachos, La Palma). The
spectrograph was operated with fibre #3 providing a resolving
power of 46 000. Finally, one spectrum was obtained from the
Canada-France-Hawaii Telescope (CFHT) archive. The spec-
trum was taken with the ESPaDOnS spectropolarimeter (R ∼
68 000 Donati 2003) at the 3.6 m CFHT (Mauna Kea, Hawaii).

Table 1. Journal of the optical spectroscopy observations of HD 54662.

HJD-2450000 RV1 RV2 Inst.
(km s−1) (km s−1)

3701.8148 21.7 60.9 UT2 + UVES
3739.6729 23.9 59.1 MPI2.2 + FEROS
3740.7216 24.0 62.0 MPI2.2 + FEROS
3740.7414 24.1 62.5 MPI2.2 + FEROS
3773.7029 24.4 61.0 MPI2.2 + FEROS
3773.7141 24.3 57.7 MPI2.2 + FEROS
4600.4952 65.1 16.0 MPI2.2 + FEROS
5145.7407 45.2 30.8 NOT + FIES
5489.0901 24.9 50.1 CFHT + ESPaDOnS
5606.5411 26.2 54.2 MPI2.2 + FEROS
5664.5244 22.2 59.4 UT2 + UVES
5667.4950 22.4 60.0 UT2 + UVES
5696.4662 23.2 60.7 MPI2.2 + FEROS
5799.8899 21.8 60.5 UT2 + UVES
6008.5997 28.1 54.7 UT2 + UVES
6067.4626 32.7 50.3 MPI2.2 + FEROS
6239.8542 42.8 34.6 UT2 + UVES
6259.7983 44.1 34.5 UT2 + UVES
6275.7963 45.3 32.4 UT2 + UVES
6305.8448 42.3 27.3 UT2 + UVES
6317.5487 49.1 30.0 UT2 + UVES
6336.5445 49.8 27.5 UT2 + UVES
6946.9447 57.9 22.6 TIGRE + HEROS
6975.9420 57.7 26.7 TIGRE + HEROS
7006.8488 56.1 22.7 TIGRE + HEROS
7033.8078 54.1 17.5 TIGRE + HEROS
7034.7919 54.8 19.5 TIGRE + HEROS
7058.6779 54.4 20.4 TIGRE + HEROS
7074.6693 53.5 22.8 TIGRE + HEROS
7085.7193 53.5 23.7 TIGRE + HEROS
7100.6155 51.5 20.7 TIGRE + HEROS
7333.9497 41.0 35.7 TIGRE + HEROS
7340.8005 41.9 37.3 UT2 + UVES
7347.7675 40.6 35.1 UT2 + UVES
7373.8459 39.1 39.7 TIGRE + HEROS
7404.7724 36.9 39.6 TIGRE + HEROS
7435.6917 35.1 42.0 TIGRE + HEROS
7797.6935 22.9 52.9 TIGRE + HEROS
7829.5827 24.2 57.8 TIGRE + HEROS

Notes. Radial velocities are determined with the spectral disentangling
routine for the spectral regions from 4050 – 4890Å and around the He i
λ 5876 line (see Sect. 3.1). Typical uncertainties on RVs are 2 km s−1 for
the primary and 5 km s−1 for the secondary.

For all optical spectra, we used the telluric tool within
IRAF1 along with the list of telluric lines of Hinkle et al. (2000)
to remove the telluric absorptions around the He i λλ 5876, 7065,
and Hα lines. The spectra were continuum normalized using MI-
DAS routines and adopting the same set of continuum windows
for all spectra to achieve self-consistent results. The full list of
our 39 optical spectra is given in Table 1.

1 IRAF is distributed by the National Optical Astronomy Observato-
ries, which are operated by the Association of Universities for Research
in Astronomy, Inc., under contract with the National Science Founda-
tion.
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2.2. XMM-Newton observations

HD 54662 was observed with XMM-Newton (Jansen et al. 2001)
on 2014 October 1 and 2016 September 29. The journal of ob-
servations is given in Table 2.

For both observations, the EPIC cameras (Turner et al. 2001;
Strüder et al. 2001) were operated in full-frame mode. Given the
optical brightness of our target (V = 6.21), the thick optical filter
was used to reject optical and UV photons. The EPIC data were
processed with the emchain and epchain tasks from the Sci-
ence Analysis Software (SAS) package (version 15.0; Current
Calibration files as of 2017 March 2) to extract the event lists
for the MOS and pn cameras. We then selected the good time in-
tervals (GTI) defined when the soft-proton flare count rate in the
0.2−10 keV energy range on the full detector is lower than 0.009
and 0.004 count s−1 arcmin−2 for pn and MOS, respectively. The
first observation was only slightly affected by soft-proton flares
(less than 20% of the observational time), whereas the second
observation had more than 75% of contaminated time ranges. We
selected the X-ray events by keeping only the single and double
events (PATTERN ≤ 4) for the pn camera and the single, double,
triple, and quadruple events (PATTERN ≤ 12) for the MOS cam-
eras. Finally, we rejected the dead columns and bad pixels using
the bit masks FLAG==0 and #XMMEA_SM for the pn and MOS
cameras, respectively. The events from HD 54662 (src+bkg)
were extracted over a 15′′-radius circular area centered on the
optical position of HD 54662 (Gaia Collaboration et al. 2016).
This region allows us to extract 75 and 70% of the flux at 1.5 keV
on-axis for the pn and MOS cameras, respectively. The contribu-
tion of the background (bkg) was estimated by extracting events
from an approximately 3′ × 3′ area located on the same CCD at
about 4′ north of HD 54662. The X-ray point sources detected in
the bkg region using the SAS task edetect_chainwere filtered
out.

We also analyzed the Reflection Grating Spectrometer (RGS;
den Herder et al. 2001) data. We selected GTIs defined when the
soft-proton flare count rate on the 9th CCD (on-axis) is lower
than 0.1 count s−1. We extracted the RGS spectra and the cor-
responding response files for the first and second order using
the rgsspectrum and rgsrmfgen tasks, respectively. Unfortu-
nately, the second order spectra do not contain enough counts to
be useful. We thus only worked with the first order spectra of the
RGS1 and RGS2 spectrometers.

3. Analysis of the optical spectra

3.1. Orbital solution

Comparing the TIGRE observations taken at different epochs,
we see a clear reversal in the asymmetry of the profile of the
He i λ 5876 and He i λ 7065 lines between the spectra from 2014
and those of 2017 (see Fig. 1). This behavior reflects the SB2
signature already pointed out by Boyajian et al. (2007).

As a first attempt to measure the RVs, we fitted two Gaus-
sians to the observed He i λ 5876 and He i λ 7065 lines. While
this process works very well for the sharp and prominent lines
of the primary, the results are far more uncertain for the weaker,
and significantly broader, secondary lines. We thus tried to im-
prove the RVs using our spectral disentangling code based on the
method outlined by González & Levato (2006). The individual
spectra were reconstructed in an iterative manner by averaging
the observed spectra shifted into the frame of reference of one
binary component after subtracting the current best approxima-
tion of the spectrum of the companion shifted to its current esti-

Fig. 1. He i λ 5876 (left) and He i λ 7065 (right) lines in the spectrum
of HD 54662 as observed with TIGRE+HEROS on HJD 2456946.945
(2014, red) and 2457829.583 (2017, blue). Both lines reveal a clear
asymmetry that reverses between the two epochs.

mated RV. Improved estimates of the RVs of the stars were de-
rived by cross-correlating a synthetic TLUSTY spectrum (Lanz
& Hubeny 2003) with residual spectra obtained after subtract-
ing the spectrum of the companion. Following Verschueren &
David (1999), the new estimates of the RVs were determined
by fitting a parabola to the peak correlation function. For the
synthetic TLUSTY spectra, we assumed effective temperatures
of 37 500 K and log g = 4.0 for both stars. Initially, the syn-
thetic spectral templates for both stars were rotationally broad-
ened to v sin i ' 75 km s−1 (appropriate for the combined binary
spectrum; see Howarth et al. 1997). From the reconstructed sec-
ondary spectra it became clear though that the spectral lines of
the secondary are significantly broader. In a second attempt, we
thus used v sin i ' 200 km s−1 for the secondary template.

We performed a total of 55 iterations to disentangle the spec-
tra. The resulting RVs are quoted in Table 1. Combining our new
primary RVs with the literature data from Boyajian et al. (2007),
including the measurements from Plaskett (1924), Fullerton
(1990), and the data from Garmany et al. (1980) and Stickland
& Lloyd (2001), we obtained 106 measurements of the RVs of
the primary spread over 95 years. We then searched for peri-
odicities using the Fourier method for uneven sampling of Heck
et al. (1985), modified by Gosset et al. (2001) and the trial period
method of Lafler & Kinman (1965). The Fourier method yields
the highest peak at a frequency of (4.752 ± 0.029) × 10−4 d−1

(P = (2104±13) days, see Fig. 2). The trial period method yields
an estimate of the period of 2114 ± 13 days, which is consistent
with the highest peak in the Fourier periodogram. In both cases,
the error on the frequency was estimated conservatively as 0.1
times the natural width of the peak in the periodogram. Our best
estimate of the orbital period is thus much longer than the pre-
vious estimates of Stickland & Lloyd (2001) and Boyajian et al.
(2007), but agrees very well with the values quoted by Sota et al.
(2014) and Le Bouquin et al. (2017).

With this estimate of the orbital period as input and using
the full set of 106 primary RVs, we then computed an SB1 or-
bital solution by means of the Liège Orbital Solution Package
(LOSP; Sana et al. 2006)2. The resulting orbital period refined
by the LOSP code is 2103.4 ± 3.3 days. This value is consistent
with the periods found by the Fourier and the trial method but the

2 LOSP is an improved version of the code originally proposed
by Wolfe et al. (1967), maintained by H. Sana and available at
http://www.stsci.edu/ hsana/losp.html
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Table 2. Journal of the XMM-Newton observations of HD 54662.

Rev. Date a φ b Position angle c d/a d Exposure e pn f MOS1 f MOS2 f

JD-2450000 (◦) (ks) (cts s−1) (cts s−1) (cts s−1)
2713 6932.416 0.40 ± 0.03 123 1.094 26.8 0.116 ± 0.002 0.054 ± 0.001 0.048 ± 0.001
3078 7660.919 0.75 ± 0.03 228 1.012 7.4 0.161 ± 0.004 0.030 ± 0.002 0.047 ± 0.002

Notes. (a) Julian day at mid-exposure. (b) Orbital phase of the binary computed from the new orbital solution given in the bottom section of Table 3.
(c) The position angle is zero when the primary star is in front of the secondary. (d) Distance between the stars normalized by the semimajor axis
computed from the new orbital solution. (e) Effective exposure time of the EPIC/pn camera after discarding soft-proton flares. (f) Net count rates
for the three EPIC instruments over the 0.2 − 10 keV energy band.

Fig. 2. Periodogram and spectral window of the primary RVs of
HD 54662 over 1 d−1. The inner panels zoom on the region near the
highest peak found at 4.752 × 10−4 d−1.

estimate by LOSP is better constrained since this method assigns
a weight to the data as a function of their error bars. Assuming
an eccentric orbit, we found that the best-fit value of e is consis-
tent with 0. As a next step, we thus tested a circular orbit. The
best orbital parameters are given in Table 3 and the SB1 orbital
solution is shown with the solid line in the top panel of Fig. 3. To
check whether the nonzero eccentricity is significant, we applied
the method of Lucy & Sweeney (1971). Using our primary RVs,
we computed the sum of the square of the deviations from the
orbital solution: for the circular and elliptical solution, we have
Rc = 589.1 (km s−1)2 and Re = 568.9 (km s−1)2, respectively. We
then computed the probability that the orbit is actually circular
as

p =

(
1 +

(N − M)(Rc − Re)
2Reβ

)−β
, (1)

where N = 106 is the number of data points, M the number of
orbital parameters, and β = (N − M)/2. We thus have p = 0.18.
Adopting a 5% confidence level, the nonzero eccentricity is not
significant.

Using the secondary RVs obtained via spectral disentan-
gling, we then estimated the mass ratio m2/m1 = 0.84 ± 0.03.
The corresponding orbital solution for the secondary is shown

Table 3. Orbital solutions of HD 54662.

Full set of primary RVs
Element Value

e , 0 e = 0
P (days) 2103.4 ± 3.3

v0 (km s−1) 42.8 ± 0.3 42.7 ± 0.2
e ≤ 0.02 0.0 (assumed)

K1 (km s−1) 19.7 ± 0.4 19.8 ± 0.3
ω (◦) 193.3 ± 64.5

T0
a (HJD-2450000) 5787 ± 376 6233.6 ± 5.2

a sin i (R�) 817 ± 15 821 ± 13
f (m) (M�) 1.66 ± 0.29 1.68 ± 0.08

rms (km s−1) 2.30 2.15
Primary and secondary RVs

Element Value
Primary Secondary

P (days) 2103.4 (fixed)
m2/m1 0.843 ± 0.032

v0 (km s−1) 42.5 ± 1.2 35.9 ± 1.2
e 0.11 ± 0.02

K (km s−1) 19.3 ± 0.6 22.9 ± 0.7
ω (◦) 240.9 ± 10.9

T0
a (HJD-2450000) 6084 ± 62

a sin i (R�) 797 ± 24 945 ± 28
m sin3 i (M�) 8.72 ± 0.64 7.35 ± 0.53
rms (km s−1) 1.72 2.52

Notes. (a) For eccentric orbital solutions, T0 corresponds to the time of
periastron passage, whereas it stands for the time of conjunction with
the primary passing in front in the case of a circular orbital solution.

by the dashed line in the top panel of Fig. 3. Our estimate of
the mass ratio is significantly larger than the value 0.39 ± 0.06
quoted by Boyajian et al. (2007). This discrepancy most likely
stems from the difficulty in measuring the weak and broad signa-
ture of the secondary star on the spectra of Boyajian et al. (2007).
Moreover, their data did not sample the full RV excursion of the
primary, leading to a lower value of K1.

Since the older RVs of the primary star are subject to larger
uncertainties, we also computed an SB2 solution applying LOSP
on the 39 RVs listed in Table 1 and adopting an orbital period of
2103.4 days as obtained for the full set of primary RVs. The best
orbital parameters are listed in the bottom section of Table 3,
and the solution is illustrated in the bottom panel of Fig. 3. The
application of the test of Lucy & Sweeney (1971) leads to a prob-
ability that the orbit is circular of p = 2.17 × 10−8 proving that
the eccentricity of 0.11 is not a spurious value.
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The corresponding minimum masses of the primary and sec-
ondary are m1 sin3 i = (8.72 ± 0.64) M� and m2 sin3 i = (7.35 ±
0.53) M�. Adopting an inclination of i = 74.87◦ as inferred by
Le Bouquin et al. (2017), our orbital solution implies absolute
masses of m1 = 9.7 ± 0.7 M� and m2 = 8.2 ± 0.6 M� for the pri-
mary and secondary, respectively. These values are surprisingly
low for O-type stars (Martins et al. 2005; Weidner & Vink 2010).
Making the dynamic masses of the stars consistent with typical
masses of stars of their spectral type would require a much lower
inclination around 38◦.

A similar discrepancy between the masses inferred by com-
bining the RV solution with the astrometric solution and typical
masses was already found for another long-period massive bi-
nary (9 Sgr; Rauw et al. 2016a). Assuming, we are dealing with
genuine Population I O-type stars, the problem could be due to
a bias in either the astrometric or RV solution. Concerning the
astrometric solution, we note that the fact that the orbit is nearly
circular should in principle lead to a rather robust determination
of the inclination as it only depends on the shape of the orbit pro-
jected on the sky. Still, comparing the semimajor axis projected
on the plane of the sky as measured by Le Bouquin et al. (2017)
with our value of a sin i, we find that an inclination of 38◦ leads
to a distance of 1.27 kpc which is in good agreement with the dis-
tance of 1.2 kpc inferred by Kaltcheva & Hilditch (2000). Adopt-
ing instead the orbital inclination estimated by Le Bouquin et al.
(2017) would imply a much smaller distance of about 800 pc.
As to the possibility of a bias in the RV solution, we note that
the RVs of the sharp-lined primary star are well determined and
its orbital solution is thus robust. The situation is more complex
for the broad-lined secondary star for which establishing pre-
cise RVs is more difficult. Given the mass function established
from the primary RVs (see Table 3), a mass ratio m2/m1 of 0.530
would be required to obtain a primary mass of 28 M�, typical for
an O6.5 V star (Martins et al. 2005), for an inclination of 74.87◦.
This mass ratio is outside the error bars of our observational
determination and would imply a secondary mass of 14.8 M�,
which is more typical of a B0 star than of an O6.5. Finally, there
is still a possibility that we could be dealing with a pair of sub-
dwarf O stars. The latter objects form a rather heterogeneous
group (Heber 2009), but are mostly thought to result from the
evolution of stars with masses well below the minimum masses
we have inferred for the components of HD 54662. Moreover,
the properties of the components (log g, chemical abundances)
that we have determined with CMFGEN do not cope with the
sdO scenario either.

As already mentioned by several authors, low eccentricities
are surprising for such long-period binary systems (e.g., Neil-
son et al. 2015; Le Bouquin et al. 2017). The contribution of
the primary component to the circularization timescale may be
computed as (Zahn 1977; Khaliullin & Khaliullina 2010)

t−1
circ,1 ∼ 6.59 × 10−3

 m1 R3
�

M� R3
1

1/2

q (1 + q)11/6 Etidal

(R1

a

)21/2

F212 Az s−1, (2)

where Etidal is the tidal coefficient lower than 10−5.5 for a
30 M� star on the main sequence (Khaliullin & Khaliullina
2010), q = m2/m1, and R1 the radius of the primary. The terms
F212(e) = 1

2 π

∫ 2 π
0 (1 − e cos E)−19/2 dE and Az = 2 were intro-

duced by Khaliullin & Khaliullina (2010) to account for the in-
crease of the efficiency of the circularization mechanism with the
eccentricity. For e = 0.11, we obtain F212 = 1.34.

The contribution of the secondary star can be computed
likewise by inverting the indices 1 and 2. The circularization

timescale is then obtained from

t−1
circ = t−1

circ,1 + t−1
circ,2. (3)

Assuming that both stars have a radius of about 10 R� (typical
for stars with such spectral types) and considering the orbital
parameters deduced from the SB2 solution, we obtain

tcirc ∼ 2.1 × 108 E−1
tidal (sin i)−9 yr. (4)

Since Etidal ≤ 10−5.5 and sin i ≤ 1, the circularization timescale
is much larger than the lifetime of an O-type star on the main
sequence (which is on the order of 5 × 106 yr). The HD 54662
system is thus an atypical case of very-long period nearly circu-
lar orbit.

Fig. 3. Orbital solution of HD 54662. In the top panel, an SB1 solution
was computed from the full set of primary RVs from the literature (filled
squares) and newly determined values (filled circles) assuming e = 0.
The mass-ratio determined from the new data was then used to compute
the secondary RV curve that best matches the secondary RV data (open
circles). The bottom panel shows an SB2 orbital solution (which has
e = 0.11) computed using only the new RV data.

3.2. Reconstructed spectra

Disentangled spectra of the primary and secondary star are
shown in Fig. 4, along with the best-fit CMFGEN spectra (see
Sect. 3.3).
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Fig. 4. Reconstructed spectra of the primary (left) and secondary (right) star of HD 54662. The black solid lines illustrate the spectra obtained
through spectral disentangling whilst the red dashed lines correspond to the best-fit CMFGEN models (see text). The reconstructed spectra were
normalized to their continuum assuming the primary is twice as bright as the secondary in the optical domain.

The combined spectrum of HD 54662 was classified as
O7 Vz var? by Sota et al. (2014). The z tag indicates that the He ii
λ 4686 line is stronger than other He ii lines (Walborn & Blades
1997; Arias et al. 2014). To perform the spectral classification of
the binary components, we measured the equivalent widths (EW)
of the He i λ 4471 and He ii λ 4542 lines in the reconstructed pri-
mary and secondary spectra. We inferred O6.5 spectral types for
both stars (Conti & Alschuler 1971; Conti & Frost 1977). From
the ratio of the primary and secondary EWs of the same lines, we
then concluded that the primary star should be about two times
brighter than the secondary in the optical domain, corresponding
to a magnitude difference of about 0.75 (see also Sect. 3.3). This
value is larger than the magnitude difference of 0.23±0.04 in the
H band inferred from interferometry (Sana et al. 2014).

We used the disentangled spectra to determine the projected
rotational velocities v sini of the components of HD 54662. For
this purpose, we applied the Fourier transform method (Gray
2005; Simón-Díaz & Herrero 2007) to the profiles of the He i
λ 4713 line of the primary and the He i λλ 4144, 4388, 4471,
4713, He ii λλ 4200, and 4542, Mg ii λ 4481 lines of the sec-
ondary. For the primary, we obtained v sin i of 43 km s−1 and we
further estimated that a macroturbulent velocity of 35 km s−1 is
needed to match the observed line profile with synthetic spec-
tra (see Sect. 3.3). For the secondary, we obtained v sin i of
158 ± 5 km s−1.

3.3. Model atmosphere fitting

We used the non-LTE atmosphere code CMFGEN (Hillier &
Miller 1998) to constrain the chemical and physical properties
of both stars of HD 54662. The CMFGEN code is designed to
model O-type stars, Wolf-Rayet stars, luminous blue variables,
and supernovae by the resolution of the radiative transfer and
statistical equilibrium equations in the co-moving frame. This
code also accounts for the effect of line blanketing on the en-
ergy distribution and uses a β velocity law for the stellar winds.
The chemical species and their ions included in our CMFGEN
models are H, He, C, N, O, Si, S, Ne, Mg, Al, Ar, Fe, and Ni. We
computed a grid of CMFGEN models with Teff between 25000 K
and 46000 K (∆Teff = 1000 K) and log g between 3.0 and 4.3

Table 4. Chemical abundances of the components of HD 54662.

Primary Secondary Sun a

C/H (2.6 ± 0.3) × 10−4 (2.3 ± 0.2) × 10−4 2.69 × 10−4

N/H (2.3 ± 0.3) × 10−4 (9.5 ± 1.5) × 10−5 6.76 × 10−5

Notes. (a) Taken from Asplund et al. (2009).

(∆ log g = 0.1). The wind prescription was taken from Vink et al.
(2001) and we used standard luminosities (Martins et al. 2005)
to compute those models. At first, the surface abundances were
fixed to the solar values of Grevesse et al. (2007). We then pro-
ceeded to a determination of the χ2 between disentangled spec-
tra and synthetic models computed on diagnostic lines (He i/He ii
for the effective temperature and the wings of the Balmer lines
for log g). The microturbulence was taken to vary linearly with
the wind velocity starting from 10 km s−1 in the photosphere to a
maximum of 0.1 v∞. The hydrodynamical structure of the stellar
atmosphere is given as an input parameter of the code.

We determined effective temperatures of Teff,1 = 37700 ±
1000 K and Teff,2 = 37500 ± 1000 K for the primary and sec-
ondary star, respectively. We also determined a log g of 3.96±0.1
and 3.81 ± 0.1 for the primary and secondary star, respectively.
We stress that the errors on the surface gravities correspond to
the errors of the fit only and do not account for the uncertainties
on the reconstruction of the wings of the Balmer lines. Indeed, it
is difficult to reproduce broad features such as the Balmer lines
via spectral disentangling of binary systems, and the real errors
on log g are thus likely higher.

The He lines were well matched with a number abundance
of He/H=0.1 (i.e., close to solar). The abundances of nitrogen
and carbon were determined using the method of Martins et al.
(2015, see also Mahy et al. 2017 for an application to a binary
system). For the carbon abundances, we mainly focused on the
C iii λλ4068-70 lines, since the C iii lines around 4650 Å are af-
fected by the wind parameters (see Martins & Hillier 2012).
For the determination of the nitrogen surface abundances, we
focused on the triplet around 4515 Å. In this way, we found a
significant overabundance of N in both stars, especially for the
primary (see Table 4).
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4. Analysis of the X-ray spectra

To study the X-ray spectra of HD 54662, we used the src+bkg
and the bkg event lists created in Sect. 2.2. We constructed the
EPIC spectra, ancillary files, and response matrices for the two
observations using the SAS task especget. The extracted spec-
tra were then grouped using the SAS task specgroup starting at
0.2 keV with a minimum signal-to-noise ratio of 10 and 5 for the
first and second observation, respectively. The first order RGS
spectra were grouped with a minimum signal-to-noise ratio of
3. Because of the presence of a strong photospheric UV radi-
ation field from the massive stars and, possibly, a high-density
wind-shock region, the forbidden lines of He-like triplets could
be depopulated in comparison to the intercombination lines (Por-
quet et al. 2001, and references therein). The number of counts
in the RGS spectra is too low to observe the depopulation but
we grouped together the resonant, intercombination, and forbid-
den lines of the O vii, N vi, and IX ions to avoid any bias from
depopulation in the spectral fitting.

We fit the pn, MOS1, MOS2, RGS1, and RGS2 spectra
of each observation simultaneously using an absorbed APEC
model (Smith et al. 2001) reproducing the emission spectrum for
collisionally ionized diffuse gas using the atomic emission line
database AtomDB v.3.0.7. The absorption of the X-ray emission
is produced by two components: the hydrogen column density
of the neutral ISM along the line of sight (created using TBnew;
Wilms et al. 2000 and the dust scattering model dustscat 3;
Predehl & Schmitt 1995) and the column density of the stellar
wind (modeled with the tabulated windmodel; Nazé et al. 2004).
The ISM hydrogen column density was fixed to 1.68×1021 cm−2

(Shull & van Steenberg 1985; Diplas & Savage 1994).
We used the Markov Chain Monte Carlo (MCMC) algo-

rithm to constrain the three parameters of the model: the column
density of the cool stellar wind (Nw), temperature of the X-ray
plasma (kT ), and normalization of the APEC model (norm). The
MCMC is an iterative method producing a set of walkers evolv-
ing simultaneously and converging toward the marginal distribu-
tion of each model parameters describing the observed spectrum.
The values of the model parameters taken by the walkers at each
step are determined by the positions of the walkers at the previ-
ous step and the new set of parameters is accepted if the value
of the likelihood function is lower than the previous value. The
MCMC algorithm used in this work (XSPEC_emcee 4) fits the
spectra using XSPEC (version 12.9.1a) and an extensible, pure
Python implementation of the Goodman & Weare (2010) affine
invariant MCMC ensemble sampler (emcee 5; Foreman-Mackey
et al. 2013). We a posteriori checked the convergence of the
parameters by computing the mean acceptance fraction whose
good range (based on a huge number of simulations) is between
0.2 and 0.5 (Gelman et al. 1996; Foreman-Mackey et al. 2013).
The mean acceptance fraction is around 0.66 for the two obser-
vations, which is a reliable value. The best-fit parameter values
are the median (i.e., 50th percentile) of the marginal distribution
of each parameter (see diagonal plots of Fig. 5). We also defined
a 90% confidence range for each parameter as the 5th and 95th
percentile of their marginal distributions. These numbers are re-
ported in Table 5. The corresponding best spectra are shown in
Fig. 6.

3 Since TBnew uses the cross sections from Verner et al. (1996) and
the ISM abundances of Wilms et al. (2000), the column density derived
from dustscatmust be set to those derived from TBnew divided by 1.5
(Nowak et al. 2012).
4 https://github.com/jeremysanders/xspec_emcee
5 http://dan.iel.fm/emcee/current/user/line
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Fig. 5. Best-fit spectral parameters of HD 54662 during 2014 (top) and
2016 (bottom) observations. The diagonal plots are the marginal distri-
bution of each parameter. The median values of the marginal distribu-
tions are the vertical dotted lines in diagonal plots and the crosses in
other panels. The vertical dashed lines define the 90% confidence inter-
val. The contours are 68%, 90%, and 99% confidence levels.

One can observe that the X-ray spectra of the 2014 and 2016
observations are very soft with nearly all events having an energy
lower than 2 keV unlike what is expected for wide colliding wind
binaries (Stevens et al. 1992). The X-ray emission of HD 54662
is thus probably dominated by the intrinsic emission from the
stars.

5. Discussion

5.1. Variation of the X-ray emission

To study the short-term variation of the X-ray emission from
HD 54662, we used the Bayesian blocks method developed by
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Table 5. Spectral properties of HD 54662 observed by XMM-Newton.

Rev. log10(Nw) kT norm Funabs
0.2−10keV

a χ2
red

b

(cm−2) (keV) (10−3 cm−5) (10−12 erg cm−2 s−1)
2713 21.54+0.04

−0.05 0.266+0.004
−0.003 1.9+0.2

−0.2 1.30+0.03
−0.03 154/94

3078 21.44+0.07
−0.08 0.262+0.005

−0.005 1.6+0.2
−0.2 1.34+0.04

−0.04 157/130

Notes. (a) Unabsorbed (corrected from the absorption by the ISM) aver-
age flux between 0.2 and 10 keV computed using the cflux command
of XSPEC. (b) Reduced χ2 for 3 degrees of freedom.
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Fig. 6. X-ray spectra of HD 54662 during the 2014 (top) and 2016 ob-
servations (bottom). The black, green, red, light blue, and dark blue
lines are the pn, MOS1, MOS2, RGS1 (first order), and RGS2 (first or-
der) spectra, respectively. The bottom panel in the two graphs shows the
residuals.

Scargle (1998) and refined by Scargle et al. (2013a), which cre-
ates an optimal segmentation of the source event list with blocks
of constant count rate. The event list preparation for the applica-
tion of the Bayesian-block algorithm is the same as explained in
Mossoux et al. (2015). The Bayesian block algorithm has to be
calibrated as a function of the number of events in each observa-
tion and the desired false positive rate (i.e., the probability that
a change of count rate detected by the algorithm is a false pos-
itive). Following the method proposed by Scargle et al. (2013a)
and explained in Mossoux & Grosso (2017), we calibrated the
algorithm by simulating 100 Poisson fluxes reproducing the ob-
served mean count rate during the observed exposure time. The
Bayesian blocks method was then applied on the individual pho-
ton arrival times of the src+bkg and bkg event lists of each of

the EPIC cameras. The bkg contribution was then corrected by
applying a weight on the Voronoi cells of the src+bkg event list
as suggested by Scargle et al. (2013b). No short-term variation
of the X-ray emission was detected during either of the observa-
tions. Furthermore, the total net EPIC count rates of both obser-
vations are the same within 2σ.

HD 54662 was previously detected during the ROSAT All-
Sky Survey with a PSPC count rate of (0.032±0.010) cts s−1 and
an absorbed flux of 4.9×10−13 erg cm−2 s−1 in the 0.05−2.4 keV
energy band (Berghoefer et al. 1996). The binary was observed
from 1990 September 25 to October 10. The phase correspond-
ing to the middle of this observation is 0.24± 0.03. Using the re-
sponse matrix for the PSPC observations made before 1991 Oc-
tober 14 and the ancillary file computed for an extraction region
of 1′ radius centered on HD 54662, we simulated the X-ray spec-
trum of the best-fitting XMM-Newton spectral model as it would
be observed by ROSAT. The resulting count rate is 0.037 cts s−1,
which corresponds within the errors to the observed value quoted
by Berghoefer et al. (1996). This means that the global level of
the X-ray emission from HD 54662 has not changed significantly
compared to its value in 1990.

5.2. X-ray flux from the wind interaction zone

We computed, from the revised orbital solution of HD 54662,
that for an eccentricity of e = 0.11, the largest expected 1/d
variation of the X-ray flux from a putative adiabatic wind inter-
action zone (Stevens et al. 1992) should be around 22% (between
apastron and periastron). These variations should only affect the
part of the observed X-rays coming from the wind-wind colli-
sion and should not impact the intrinsic emission from the winds
of the individual stars.

According to the orbital phases of our XMM-Newton obser-
vations (0.40 and 0.75), the variations of the X-ray flux from the
wind-wind collision between these two observations is expected
to be around 7%. This variation would further be diluted by the
intrinsic emission from the individual stars. Given the typical er-
rors on the fluxes determined from the X-ray spectra (at least a
few percent), it is difficult to detect such a small variation. The
best-fit models of our spectra actually indicate a flux variation in
the 0.2 – 10 keV range consistent with zero. The best-fit spectral
parameters change by less than 20% between the two observa-
tions.

Using the compilation of photometric data of Reed (2003),
we obtained V = 6.21 ± 0.01 and B − V = 0.03 ± 0.01 for
HD 54662. Adopting the intrinsic colors and bolometric correc-
tions of O6.5 V stars from Martins & Plez (2006), we inferred a
bolometric flux of log fbol = −5.32±0.01. Comparing this quan-
tity with the ISM absorption-corrected X-ray flux in the 0.5–
10.0 keV band, we obtained log fX

fbol
= log LX

Lbol
= −6.76 ± 0.04.

This quantity is fully consistent with the canonical LX
Lbol

ratio for
O-type stars (Nazé 2009), and does not reveal any strong X-ray
overluminosity due to the colliding wind interaction. We thus
conclude that any possible excess emission from the wind inter-
action must be modest.

To check the validity of the hypothesis that the wind interac-
tion in HD 54662 should be in the adiabatic regime, we estimated
the cooling parameter (Stevens et al. 1992)

χ =
D

107 km

( v∞,1
103 km s−1

)4 10−7 M� yr−1

Ṁ1
. (5)

Using the mass-loss prescription for O-type stars of Krtička
& Kubát (2012) and assuming we have to deal with typical O6.5
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Fig. 7. Unabsorbed flux between 0.2 and 10 keV vs. the inclination of
the binary.

main-sequence stars, we estimated mass-loss rate of 1.16 and
1.11×10−7 M� yr−1, respectively. We assumed a typical terminal
velocity of v∞ = 2455 km s−1 for the two O6.5V stars (Prinja
et al. 1990).

The orbital solution computed above leads to a sin i of
1742 R�. From these numbers, we found that the adiabatic hy-
pothesis is well justified in this case, since even considering the
smallest orbital separation corresponding to periastron passage
in the case of i = 90◦, i.e., D = 1550.4 R�, the cooling param-
eter is χ = 3528; this value is much larger than unity, meaning
that the radiative cooling can be neglected in the shock region
(Stevens et al. 1992).

To further compare the observed X-ray properties with the-
oretical predictions, we simulated the wind interaction region of
the binary system using the analytical solution of Canto et al.
(1996) as in Rauw et al. (2016b).

Figure 7 shows the dependence of the theoretical unabsorbed
flux with orbital inclination (solid line). We note that the esti-
mated unabsorbed flux is usually comparable to the total unab-
sorbed flux of the system quoted in Table 5. We recall that the
latter includes the intrinsic X-ray flux from both stars.

Moreover, the mean temperature predicted by this model is
about 6.8 keV. This is well above the best-fitting temperature re-
ported in Table 5. We tried to fit a two-temperature model on
the 2014 X-ray spectra including a component at 6.8 keV with
a normalization to be adjusted during the fit. The best-fitting
model leads to an unabsorbed flux for the 6.8 keV component
between 0.2 and 10 keV of about 1.2 × 10−13 erg cm−2 s−1, i.e.,
about 11 times smaller than the flux from the intrinsic stellar
emission. Compared to Fig. 7, this would imply an unrealisti-
cally low orbital inclination of i < 10◦, clearly at odds with the
value determined from interferometry. The wind-shock model
thus overestimates the X-ray emission for HD 54662.

This discrepancy is probably due to an overestimation of the
mass-loss rate and terminal velocities of the stars. This could be
related to the “weak-wind problem” (Bouret et al. 2003; Marcol-
ino et al. 2009). Krtička & Kubát (2012) suggested that the ex-
treme UV (XUV) emission decreases the line driving efficiency
and changes the ionization structure leading to a decay of the
wind terminal velocity and mass-loss rate. These authors com-
puted the new relation between the mass-loss rates and luminos-

ity but their predicted mass-loss rate still leads to too large X-ray
flux.

The absence of an X-ray bright wind-wind interaction might
be related to the low masses inferred above. However, as dis-
cussed in Sect. 3.1, there could be observational biases and, until
future studies confirm the low masses of the stars in HD 54662,
we consider this a rather speculative explanation.

5.3. Bow shock around HD 54662

In the literature, HD 54662 is frequently considered as a run-
away star. The velocity difference between a runaway star and
the ISM can create a bow shock in the direction of the mo-
tion of the star. Previous infrared observations of HD 54662
with IRAS and WISE showed the presence of an excess emis-
sion at 60 µm at about 4′ from the binary (Noriega-Crespo et al.
1997; Peri et al. 2012). The intensity ratio in this region is
I(60µm)/I(100µm) = 0.59 ± 0.04, which is larger than the limit
of 0.3 computed by van Buren et al. (1995) to define a bow
shock feature. The presence of the bow shock thus suggests that
HD 54662 is a runaway binary.

We used the 2014 XMM-Newton observation to search for an
X-ray counterpart of the bow shock. We created the RGB image
and the corresponding exposure maps using the following energy
ranges: 180–721 eV (red), 722-6614 eV (green), and 6.6–10 keV
(blue) leading to the same number of counts in each range. The
images were binned in order to have a minimum of one count
in each pixel leading to a pixel size of 30.2′′ × 30.2′′. The RGB
pixels are superimposed on the WISE image in Fig. 8. We only
display the pixels having an excess of counts larger than 2σ.

The position of HD 54662 is clearly observable in the soft
(red and green) bands but there is no significant X-ray emis-
sion corresponding to the position of the bow shock observed
in infrared. The only significant pixel in the bow shock region
(corresponding to the location of the “S1” source detected by
De Becker et al. 2017) is very hard, which may indicate a back-
ground source located behind the bow shock feature.

HD 54662 thus joins the list of seven runaway stars or run-
away candidates without detected nonthermal X-ray counterpart
from the bow shock (Toalá et al. 2017). In this context, we also
note that Schulz et al. (2014) failed to detect a significant γ-ray
counterpart to the bow shock of HD 54662.

Interestingly, the position of the bow shock of HD 54662 cor-
responds to the border of the Hα emission from the CMa OB1
association. Figure 9 shows the contour of the bow shock super-
imposed over the continuum-corrected Hα image observed dur-
ing the Virginia Tech Spectral-Line Survey (VTSS6). The bow
shock thus seems to be created by the interaction between the
wind of HD 54662 and a local enhancement of the ionized gas
of the association leading to a kind of wind-blown arc.

The systemic velocities that we inferred for the primary and
secondary stars allow us to reconsider the runaway status of
HD 54662. Adopting the formalism of Moffat et al. (1998) and
Nazé (2004) along with the estimated distance of 1.2 kpc for
which we assumed a 30% relative error, we estimated the pe-
culiar RV of the binary system as vpec

r = (10.3 ± 3.5) km s−1.
This is slightly lower than the value obtained by Gies (1987),
but the latter author was not aware of the binarity of HD 54662
and assumed a (constant) RV of 58.5 km s−1.

The proper motion of HD 54662, µα = −2.38±0.03 mas yr−1

and µδ = 3.38 ± 0.03 mas yr−1 (Gaia Collaboration et al. 2016),
then allows us to estimate the peculiar tangential velocity as

6 http://www1.phys.vt.edu/ halpha/
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Fig. 8. X-ray image (red = 180–721 eV, green = 722-6614 eV, blue =
6.6–10 keV) of HD 54662 and its surroundings superimposed on the
WISE image (red = 22.2 µm, green = 12.1 µm, blue = 3.4 µm). The X-
ray pixels of 30.2′′ × 30.2′′ are surrounded by a green line. The cyan
arrow shows the proper motion of HD 54662 taken from the Gaia Data
Release 1 (Gaia Collaboration et al. 2016). Its size corresponds to the
movement of HD 54662 during 5 × 104 years.

Fig. 9. Continuum-corrected Hα image of the CMa OB1 asso-
ciation observed during the Virginia Tech Spectral-Line Survey
(VTSS). The color bar is the Hα emission in Rayleighs, i.e., in
106/4π photons/cm2/s/sr. The green lines represents the infrared emis-
sion of the bow shock as observed by WISE.

vpec
t = (40.1 ± 11.5) km s−1. Moffat et al. (1998) proposed that

a star should be classified as a runaway if vpec
t > 42 + σvpec

t
. Ac-

cording to out findings, this is not the case of HD 54662. We also
note that the peculiar RV is well below the 30 km s−1 threshold
for runaways based on RVs (Cruz-González et al. 1974). We thus
conclude that, based on the motion of the star, the runaway status

of HD 54662 is not established and one would rather classify it
as a walk-away. The most compelling evidence for a relative mo-
tion compared to the ISM hence comes from the bow shock (see
Fig. 8), although we have seen above that the latter might also
correspond to the interface between the stellar wind of HD 54662
and the ionized gas of the CMa OB1 association.

6. Conclusions

We studied the O-star binary system HD 54662 using a set of
new optical spectra and published RVs and two X-ray observa-
tions. Applying our disentangling code on the new optical spec-
tra, we determined RVs for the primary and secondary stars and
reconstructed the spectra of the individual stars. Combining all
existing RVs of the primary, we established an orbital period of
2103.4 days. Using the RVs for the primary and secondary star,
we determined an orbital eccentricity of 0.11, which is surpris-
ingly low for such a wide binary system where tidal interactions
are negligible.

Unlike our expectations, we found the X-ray emission to be
extremely soft, nonvariable, and fully consistent with intrinsic
emission from the components of the binary. The level of X-
ray emission due to a colliding wind interaction thus appears
to be much lower than expected from first principles. Either the
winds interact at much lower velocities than their terminal speed
or the mass-loss rates are lower than estimated from the stellar
parameters.

The X-ray observations failed to reveal an X-ray counterpart
for the bow shock observed in infrared. This bow shock is usu-
ally taken as evidence that HD 54662 is a runaway star. However,
we found that the peculiar radial and tangential velocities do not
support this status.
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